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MACHINE LEARNING FOR COMPUTING
ENABLED SYSTEMS AND/OR DEVICES

CROSS REFERENCE TO RELATED
APPLICATION

This application is a continuation of, and claims priority
under 35 US.C. § 120 from, nonprovisional U.S. patent
application Ser. No. 15/822,150 entitled “MACHINE
LEARNING FOR COMPUTING ENABLED SYSTEMS
AND/OR DEVICES?”, filed on Nov. 26, 2017. The disclo-
sure of the foregoing document is incorporated herein by
reference.

FIELD

The disclosure generally relates to computing enabled
systems and/or devices.

COPYRIGHT NOTICE

A portion of the disclosure of this patent document
contains material which is subject to copyright protection.
The copyright owner has no objection to the facsimile
reproduction by anyone of the patent document or the patent
disclosure as it appears in the Patent and Trademark Office
patent file or records, but otherwise reserves all copyright
rights whatsoever.

BACKGROUND

Computing enabled systems and/or devices range from
appliances, toys, entertainment electronics, computers, and
communication systems and/or devices to vehicles, robots,
and industrial systems and/or devices, and/or others. These
systems and/or devices depend on user’s input to various
degrees for their operation. A machine learning solution is
needed for computing enabled systems and/or devices to be
less dependent on or fully independent from user input.

SUMMARY OF THE INVENTION

In some aspects, the disclosure relates to a system. The
system may be implemented at least in part on one or more
computing devices. In some embodiments, the system com-
prises a processor circuit configured to execute instruction
sets for operating a device. The system may further include
a memory unit configured to store data. The system may
further include a picture capturing apparatus configured to
capture digital pictures. The system may further include an
artificial intelligence unit. In some embodiments, the artifi-
cial intelligence unit may be configured to: receive a first
digital picture from the picture capturing apparatus. The
artificial intelligence unit may be further configured to:
receive one or more instruction sets for operating the device
from the processor circuit. The artificial intelligence unit
may be further configured to: learn the first digital picture
correlated with the one or more instruction sets for operating
the device. The artificial intelligence unit may be further
configured to: receive a new digital picture from the picture
capturing apparatus. The artificial intelligence unit may be
further configured to: anticipate the one or more instruction
sets for operating the device correlated with the first digital
picture based on at least a partial match between the new
digital picture and the first digital picture. The artificial
intelligence unit may be further configured to: cause the
processor circuit to execute the one or more instruction sets
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2

for operating the device correlated with the first digital
picture, the executing performed in response to the antici-
pating of the artificial intelligence unit, wherein the device
performs one or more operations defined by the one or more
instruction sets for operating the device correlated with the
first digital picture, the one or more operations performed in
response to the executing by the processor circuit.

In certain embodiments, at least one of the processor
circuit, the memory unit, the picture capturing apparatus, or
the artificial intelligence unit are part of, operating on, or
coupled to the device. In further embodiments, the device
includes one or more devices. In further embodiments, the
device includes a smartphone, a fixture, a control device, a
computing enabled device, or a computer.

In some embodiments, the processor circuit includes one
or more processor circuits. In further embodiments, the
processor circuit includes a logic circuit. The logic circuit
may include a microcontroller. The one or more instruction
sets may include one or more inputs into or one or more
outputs from the logic circuit.

In certain embodiments, the processor circuit includes a
logic circuit, the instruction sets for operating the device
include inputs into the logic circuit, and executing instruc-
tion sets for operating the device includes performing logic
operations on the inputs into the logic circuit and producing
outputs for operating the device. The logic circuit may
include a microcontroller. In further embodiments, the pro-
cessor circuit includes a logic circuit, the instruction sets for
operating the device include outputs from the logic circuit
for operating the device, and executing instruction sets for
operating the device includes performing logic operations on
inputs into the logic circuit and producing the outputs from
the logic circuit for operating the device.

In some embodiments, the memory unit includes one or
more memory units. In further embodiments, the memory
unit resides on a remote computing device, the remote
computing device coupled to the processor circuit via a
network. The remote computing device may include a
server.

In some embodiments, the picture capturing apparatus
includes one or more picture capturing apparatuses. In
further embodiments, the picture capturing apparatus
includes a motion picture camera or a still picture camera. In
further embodiments, the picture capturing apparatus resides
on a remote device, the remote device coupled to the
processor circuit via a network.

In certain embodiments, the artificial intelligence unit is
coupled to the picture capturing apparatus. In further
embodiments, the artificial intelligence unit is coupled to the
memory unit. In further embodiments, the artificial intelli-
gence unit is part of, operating on, or coupled to the
processor circuit. In further embodiments, the system further
comprises: a second processor circuit, wherein the artificial
intelligence unit is part of, operating on, or coupled to the
second processor circuit. In further embodiments, the arti-
ficial intelligence unit is part of, operating on, or coupled to
a remote computing device, the remote computing device
coupled to the processor circuit via a network. In further
embodiments, the artificial intelligence unit includes a cir-
cuit, a computing apparatus, or a computing system attach-
able to the processor circuit. In further embodiments, the
artificial intelligence unit includes a circuit, a computing
apparatus, or a computing system attachable to the device. In
further embodiments, the artificial intelligence unit is attach-
able to an application for operating the device, the applica-
tion running on the processor circuit. In further embodi-
ments, the artificial intelligence unit includes a circuit, a
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computing apparatus, or a computing system built into the
processor circuit. In further embodiments, the artificial intel-
ligence unit includes a circuit, a computing apparatus, or a
computing system built into the device. In further embodi-
ments, the artificial intelligence unit is built into an appli-
cation for operating the device, the application running on
the processor circuit. In further embodiments, the artificial
intelligence unit is provided as a feature of the processor
circuit. In further embodiments, the artificial intelligence
unit is provided as a feature of an application running on the
processor circuit. In further embodiments, the artificial intel-
ligence unit is provided as a feature of the device. In further
embodiments, the artificial intelligence unit is further con-
figured to: take control from, share control with, or release
control to the processor circuit. In further embodiments, the
artificial intelligence unit is further configured to: take
control from, share control with, or release control to an
application or an object of the application, the application
running on the processor circuit. In further embodiments, the
artificial intelligence unit is further configured to: take
control from, share control with, or release control to a user
or a system.

In some embodiments, the first digital picture includes a
stream of digital pictures. In further embodiments, the new
digital picture includes a stream of digital pictures. In further
embodiments, the first and the new digital pictures portray
the device’s surrounding. In further embodiments, the first
and the new digital pictures portray a remote device’s
surrounding. In further embodiments, the first or the new
digital picture includes a JPEG picture, a GIF picture, a TIFF
picture, a PNG picture, a PDF picture, or a digitally encoded
picture. The stream of digital pictures may include a MPEG
motion picture, an AVI motion picture, a FLV motion
picture, a MOV motion picture, a RM motion picture, a SWF
motion picture, a WMV motion picture, a DivX motion
picture, or a digitally encoded motion picture. In further
embodiments, the first digital picture includes a comparative
digital picture whose at least one portion can be used for
comparisons with at least one portion of digital pictures
subsequent to the first digital picture, the digital pictures
subsequent to the first digital picture comprising the new
digital picture. In further embodiments, the first digital
picture includes a comparative digital picture that can be
used for comparisons with the new digital picture. In further
embodiments, the new digital picture includes an anticipa-
tory digital picture whose correlated one or more instruction
sets can be used for anticipation of one or more instruction
sets to be executed by the processor circuit.

In certain embodiments, the one or more instruction sets
for operating the device include one or more instruction sets
that temporally correspond to the first digital picture. The
one or more instruction sets that temporally correspond to
the first digital picture may include one or more instruction
sets executed at a time of the capturing the first digital
picture. The one or more instruction sets that temporally
correspond to the first digital picture may include one or
more instruction sets executed prior to the capturing the first
digital picture. The one or more instruction sets that tem-
porally correspond to the first digital picture may include
one or more instruction sets executed within a threshold
period of time prior to the capturing the first digital picture.
The one or more instruction sets that temporally correspond
to the first digital picture may include one or more instruc-
tion sets executed subsequent to the capturing the first digital
picture. The one or more instruction sets that temporally
correspond to the first digital picture may include one or
more instruction sets executed within a threshold period of
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time subsequent to the capturing the first digital picture. The
one or more instruction sets that temporally correspond to
the first digital picture may include one or more instruction
sets executed within a threshold period of time prior to the
capturing the first digital picture or a threshold period of
time subsequent to the capturing the first digital picture. The
one or more instruction sets that temporally correspond to
the first digital picture may include one or more instruction
sets executed from a start of capturing a preceding digital
picture to a start of capturing the first digital picture. The one
or more instruction sets that temporally correspond to the
first digital picture may include one or more instruction sets
executed from a start of capturing the first digital picture to
a start of capturing a subsequent digital picture. The one or
more instruction sets that temporally correspond to the first
digital picture may include one or more instruction sets
executed from a completion of capturing a preceding digital
picture to a completion of capturing the first digital picture.
The one or more instruction sets that temporally correspond
to the first digital picture include one or more instruction sets
executed from a completion of capturing the first digital
picture to a completion of capturing a subsequent digital
picture.

In some embodiments, the one or more instruction sets for
operating the device are executed by the processor circuit. In
further embodiments, the one or more instruction sets for
operating the device are part of an application for operating
the device, the application running on the processor circuit.
In further embodiments, the one or more instruction sets for
operating the device include one or more inputs into or one
or more outputs from the processor circuit. In further
embodiments, the one or more instruction sets for operating
the device include values or states of one or more registers
or elements of the processor circuit. In further embodiments,
an instruction set includes at least one of: a command, a
keyword, a symbol, an instruction, an operator, a variable, a
value, an object, a data structure, a function, a parameter, a
state, a signal, an input, an output, a character, a digit, or a
reference thereto. In further embodiments, the one or more
instruction sets include a source code, a bytecode, an inter-
mediate code, a compiled code, an interpreted code, a
translated code, a runtime code, an assembly code, a struc-
tured query language (SQL) code, or a machine code. In
further embodiments, the one or more instruction sets
include one or more code segments, lines of code, state-
ments, instructions, functions, routines, subroutines, or basic
blocks. In further embodiments, the processor circuit
includes a logic circuit. The one or more instruction sets for
operating the device include one or more inputs into a logic
circuit. The one or more instruction sets for operating the
device include one or more outputs from a logic circuit. In
further embodiments, the one or more instruction sets for
operating the device include one or more instruction sets for
operating an application or an object of the application, the
application running on the processor circuit.

In some embodiments, the receiving the one or more
instruction sets for operating the device from the processor
circuit includes obtaining the one or more instruction sets
from the processor circuit. In further embodiments, the
receiving the one or more instruction sets for operating the
device from the processor circuit includes receiving the one
or more instruction sets as they are executed by the proces-
sor circuit. In further embodiments, the receiving the one or
more instruction sets for operating the device from the
processor circuit includes receiving the one or more instruc-
tion sets for operating the device from a register or an
element of the processor circuit. In further embodiments, the
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receiving the one or more instruction sets for operating the
device from the processor circuit includes receiving the one
or more instruction sets for operating the device from an
element that is part of, operating on, or coupled to the
processor circuit. In further embodiments, the receiving the
one or more instruction sets for operating the device from
the processor circuit includes receiving the one or more
instruction sets for operating the device from at least one of:
the memory unit, the device, a virtual machine, a runtime
engine, a hard drive, a storage device, a peripheral device, a
network connected device, or a user. In further embodi-
ments, the receiving the one or more instruction sets for
operating the device from the processor circuit includes
receiving the one or more instruction sets from a plurality of
processor circuits, applications, memory units, devices, vir-
tual machines, runtime engines, hard drives, storage devices,
peripheral devices, network connected devices, or users.

In certain embodiments, the processor circuit includes a
logic circuit, and wherein the receiving the one or more
instruction sets for operating the device from the processor
circuit includes receiving the one or more instruction sets for
operating the device from the logic circuit. The logic circuit
may include a microcontroller. The receiving the one or
more instruction sets for operating the device from the logic
circuit may include receiving the one or more instruction
sets for operating the device from an element of the logic
circuit. The receiving the one or more instruction sets for
operating the device from the logic circuit may include
receiving one or more inputs into the logic circuit. The
receiving the one or more instruction sets for operating the
device from the logic circuit may include receiving one or
more outputs from the logic circuit.

In some embodiments, the receiving the one or more
instruction sets for operating the device from the processor
circuit includes receiving the one or more instruction sets for
operating the device from an application for operating the
device, the application running on the processor circuit. In
further embodiments, the system further comprises: an
application including instruction sets for operating the
device, the application running on the processor circuit,
wherein the receiving the one or more instruction sets for
operating the device from the processor circuit includes
receiving the one or more instruction sets for operating the
device from the application.

In certain embodiments, the receiving the one or more
instruction sets for operating the device from the processor
circuit includes receiving the one or more instruction sets at
a source code write time, a compile time, an interpretation
time, a translation time, a linking time, a loading time, or a
runtime. In further embodiments, the receiving the one or
more instruction sets for operating the device from the
processor circuit includes at least one of: tracing, profiling,
or instrumentation of a source code, a bytecode, an inter-
mediate code, a compiled code, an interpreted code, a
translated code, a runtime code, an assembly code, a struc-
tured query language (SQL) code, or a machine code. In
further embodiments, the receiving the one or more instruc-
tion sets for operating the device from the processor circuit
includes at least one of: tracing, profiling, or instrumentation
of'an element that is part of, operating on, or coupled to the
processor circuit. In further embodiments, the receiving the
one or more instruction sets for operating the device from
the processor circuit includes at least one of: tracing, pro-
filing, or instrumentation of a register of the processor
circuit, the memory unit, a storage, or a repository where the
one or more instruction sets for operating the device are
stored. In further embodiments, the receiving the one or
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more instruction sets for operating the device from the
processor circuit includes at least one of: tracing, profiling,
or instrumentation of the processor circuit, the device, a
virtual machine, a runtime engine, an operating system, an
execution stack, a program counter, or a processing element.
In further embodiments, the receiving the one or more
instruction sets for operating the device from the processor
circuit includes at least one of: tracing, profiling, or instru-
mentation of the processor circuit or tracing, profiling, or
instrumentation of a component of the processor circuit. In
further embodiments, the receiving the one or more instruc-
tion sets for operating the device from the processor circuit
includes at least one of: tracing, profiling, or instrumentation
of an application or an object of the application, the appli-
cation running on the processor circuit. In further embodi-
ments, the receiving the one or more instruction sets for
operating the device from the processor circuit includes at
least one of: tracing, profiling, or instrumentation at a source
code write time, a compile time, an interpretation time, a
translation time, a linking time, a loading time, or a runtime.
In further embodiments, the receiving the one or more
instruction sets for operating the device from the processor
circuit includes at least one of: tracing, profiling, or instru-
mentation of one or more of code segments, lines of code,
statements, instructions, functions, routines, subroutines, or
basic blocks. In further embodiments, the receiving the one
or more instruction sets for operating the device from the
processor circuit includes at least one of: tracing, profiling,
or instrumentation of a user input. In further embodiments,
the receiving the one or more instruction sets for operating
the device from the processor circuit includes at least one of:
a manual, an automatic, a dynamic, or a just in time (JIT)
tracing, profiling, or instrumentation. In further embodi-
ments, the receiving the one or more instruction sets for
operating the device from the processor circuit includes
utilizing at least one of: a .NET tool, a .NET application
programming interface (API), a Java tool, a Java API, a
logging tool, or an independent tool for obtaining instruction
sets. In further embodiments, the receiving the one or more
instruction sets for operating the device from the processor
circuit includes utilizing an assembly language. In further
embodiments, the receiving the one or more instruction sets
for operating the device from the processor circuit includes
utilizing a branch or a jump. In further embodiments, the
receiving the one or more instruction sets for operating the
device from the processor circuit includes a branch tracing
or a simulation tracing.

In some embodiments, the system further comprises: an
interface configured to receive instruction sets, wherein the
one or more instruction sets for operating the device are
received by the interface. The interface may include an
acquisition interface.

In certain embodiments, the first digital picture correlated
with the one or more instruction sets for operating the device
includes a unit of knowledge of how the device operated in
a visual surrounding. In further embodiments, the first
digital picture correlated with the one or more instruction
sets for operating the device is included in a neuron, a node,
a vertex, or an element of a data structure. The data structure
may include a neural network, a graph, a collection of
sequences, a sequence, a collection of knowledge cells, a
knowledgebase, or a knowledge structure. Some of the
neurons, nodes, vertices, or elements may be interconnected.

In some embodiments, the first digital picture correlated
with the one or more instruction sets for operating the device
is structured into a knowledge cell. In further embodiments,
the knowledge cell includes a unit of knowledge of how the
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device operated in a visual surrounding. In further embodi-
ments, the knowledge cell is included in a neuron, a node,
a vertex, or an element of a data structure. The data structure
may include a neural network, a graph, a collection of
sequences, a sequence, a collection of knowledge cells, a
knowledgebase, or a knowledge structure. Some of the
neurons, nodes, vertices, or elements may be interconnected.

In certain embodiments, the learning the first digital
picture correlated with the one or more instruction sets for
operating the device includes correlating the first digital
picture with the one or more instruction sets for operating
the device. The correlating the first digital picture with the
one or more instruction sets for operating the device may
include generating a knowledge cell, the knowledge cell
comprising the first digital picture correlated with the one or
more instruction sets for operating the device. The correlat-
ing the first digital picture with the one or more instruction
sets for operating the device may include structuring a unit
of knowledge of how the device operated in a visual
surrounding.

In some embodiments, the learning the first digital picture
correlated with the one or more instruction sets for operating
the device includes learning a user’s knowledge, style, or
methodology of operating the device in a visual surround-
ing. In further embodiments, the learning the first digital
picture correlated with the one or more instruction sets for
operating the device includes spontaneous learning the first
digital picture correlated with the one or more instruction
sets for operating the device.

In some embodiments, the learning the first digital picture
correlated with the one or more instruction sets for operating
the device includes storing, into the memory unit, the first
digital picture correlated with the one or more instruction
sets for operating the device, the first digital picture corre-
lated with the one or more instruction sets for operating the
device being part of a stored plurality of digital pictures
correlated with one or more instruction sets for operating the
device. In further embodiments, the plurality of digital
pictures correlated with one or more instruction sets for
operating the device include a neural network, a graph, a
collection of sequences, a sequence, a collection of knowl-
edge cells, a knowledgebase, a knowledge structure, or a
data structure. In further embodiments, the plurality of
digital pictures correlated with one or more instruction sets
for operating the device are organized into a neural network,
a graph, a collection of sequences, a sequence, a collection
of knowledge cells, a knowledgebase, a knowledge struc-
ture, or a data structure. In further embodiments, each of the
plurality of digital pictures correlated with one or more
instruction sets for operating the device is included in a
neuron, a node, a vertex, or an element of a data structure.
The data structure may include a neural network, a graph, a
collection of sequences, a sequence, a collection of knowl-
edge cells, a knowledgebase, or a knowledge structure.
Some of the neurons, nodes, vertices, or elements may be
interconnected. In further embodiments, the plurality of
digital pictures correlated with one or more instruction sets
for operating the device include a user’s knowledge, style, or
methodology of operating the device in visual surroundings.
In further embodiments, the plurality of digital pictures
correlated with one or more instruction sets for operating the
device are stored on a remote computing device. In further
embodiments, the plurality of digital pictures correlated with
one or more instruction sets for operating the device include
an artificial intelligence system for knowledge structuring,
storing, or representation. The artificial intelligence system
for knowledge structuring, storing, or representation may
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include at least one of: a deep learning system, a supervised
learning system, an unsupervised learning system, a neural
network, a search-based system, an optimization-based sys-
tem, a logic-based system, a fuzzy logic-based system, a
tree-based system, a graph-based system, a hierarchical
system, a symbolic system, a sub-symbolic system, an
evolutionary system, a genetic system, a multi-agent system,
a deterministic system, a probabilistic system, or a statistical
system.

In certain embodiments, the anticipating the one or more
instruction sets for operating the device correlated with the
first digital picture based on at least a partial match between
the new digital picture and the first digital picture includes
comparing at least one portion of the new digital picture with
at least one portion of the first digital picture. The at least
one portion of the new digital picture may include at least
one region, at least one feature, or at least one pixel of the
new digital picture. The at least one portion of the first
digital picture may include at least one region, at least one
feature, or at least one pixel of the first digital picture. The
comparing the at least one portion of the new digital picture
with the at least one portion of the first digital picture may
include comparing at least one region of the new digital
picture with at least one region of the first digital picture.
The comparing the at least one portion of the new digital
picture with the at least one portion of the first digital picture
may include comparing at least one feature of the new digital
picture with at least one feature of the first digital picture.
The at least one portion of the new digital picture with the
at least one portion of the first digital picture may include
comparing at least one pixel of the new digital picture with
at least one pixel of the first digital picture. The comparing
the at least one portion of the new digital picture with the at
least one portion of the first digital picture may include at
least one of: performing a color adjustment, performing a
size adjustment, performing a content manipulation, utiliz-
ing a transparency, or utilizing a mask on the new or the first
digital picture. The comparing the at least one portion of the
new digital picture with the at least one portion of the first
digital picture may include recognizing at least one person
or object in the new digital picture and at least one person
or object in the first digital picture, and comparing the at
least one person or object from the new digital picture with
the at least one person or object from the first digital picture.

In some embodiments, he anticipating the one or more
instruction sets for operating the device correlated with the
first digital picture based on at least a partial match between
the new digital picture and the first digital picture includes
determining that there is at least a partial match between the
new digital picture and the first digital picture. In further
embodiments, the determining that there is at least a partial
match between the new digital picture and the first digital
picture includes determining that there is at least a partial
match between one or more portions of the new digital
picture and one or more portions of the first digital picture.
In further embodiments, the determining that there is at least
a partial match between the new digital picture and the first
digital picture includes determining that a similarity between
at least one portion of the new digital picture and at least one
portion of the first digital picture exceeds a similarity
threshold. In further embodiments, the determining that
there is at least a partial match between the new digital
picture and the first digital picture includes determining a
substantial similarity between at least one portion of the new
digital picture and at least one portion of the first digital
picture. The at least one portion of the new digital picture
may include at least one region, at least one feature, or at
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least one pixel of the new digital picture. The at least one
portion of the first digital picture may include at least one
region, at least one feature, or at least one pixel of the first
digital picture. The substantial similarity may be achieved
when a similarity between the at least one portion of the new
digital picture and the at least one portion of the first digital
picture exceeds a similarity threshold. The substantial simi-
larity may be achieved when a number or a percentage of
matching or partially matching regions from the new digital
picture and from the first digital picture exceeds a threshold
number or threshold percentage. The substantial similarity
may be achieved when a number or a percentage of match-
ing or partially matching features from the new digital
picture and from the first digital picture exceeds a threshold
number or threshold percentage. The substantial similarity
may be achieved when a number or a percentage of match-
ing or partially matching pixels from the new digital picture
and from the first digital picture exceeds a threshold number
or threshold percentage. The substantial similarity may be
achieved when one or more same or similar objects are
recognized in the new digital picture and the first digital
picture. In further embodiments, the determining that there
is at least a partial match between the new digital picture and
the first digital picture includes determining that a number or
a percentage of matching regions from the new digital
picture and from the first digital picture exceeds a threshold
number or threshold percentage. The matching regions from
the new digital picture and from the first digital picture may
be determined factoring in at least one of: a location of a
region, an importance of a region, a threshold for a similarity
in a region, or a threshold for a difference in a region. In
further embodiments, the determining that there is at least a
partial match between the new digital picture and the first
digital picture includes determining that a number or a
percentage of matching features from the new digital picture
and from the first digital picture exceeds a threshold number
or threshold percentage. The matching features from the new
digital picture and from the first digital picture may be
determined factoring in at least one of: a type of a feature,
an importance of a feature, a location of a feature, a
threshold for a similarity in a feature, or a threshold for a
difference in a feature. In further embodiments, the deter-
mining that there is at least a partial match between the new
digital picture and the first digital picture includes determin-
ing that a number or a percentage of matching pixels from
the new digital picture and from the first digital picture
exceeds a threshold number or threshold percentage. The
matching pixels from the new digital picture and from the
first digital picture may be determined factoring in at least
one of: a location of a pixel, a threshold for a similarity in
a pixel, or a threshold for a difference in a pixel. In further
embodiments, the determining that there is at least a partial
match between the new digital picture and the first digital
picture includes recognizing a same person or object in the
new and the first digital pictures.

In some embodiments, the causing the processor circuit to
execute the one or more instruction sets for operating the
device correlated with the first digital picture includes
causing the processor circuit to execute the one or more
instruction sets for operating the device correlated with the
first digital picture instead of or prior to an instruction set
that would have been executed next. In further embodi-
ments, the causing the processor circuit to execute the one
or more instruction sets for operating the device correlated
with the first digital picture includes modifying one or more
instruction sets of the processor circuit. In further embodi-
ments, the causing the processor circuit to execute the one
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or more instruction sets for operating the device correlated
with the first digital picture includes modifying a register or
an element of the processor circuit. In further embodiments,
the causing the processor circuit to execute the one or more
instruction sets for operating the device correlated with the
first digital picture includes inserting the one or more
instruction sets for operating the device correlated with the
first digital picture into a register or an element of the
processor circuit. In further embodiments, the causing the
processor circuit to execute the one or more instruction sets
for operating the device correlated with the first digital
picture includes redirecting the processor circuit to the one
or more instruction sets for operating the device correlated
with the first digital picture. In further embodiments, the
causing the processor circuit to execute the one or more
instruction sets for operating the device correlated with the
first digital picture includes redirecting the processor circuit
to one or more alternate instruction sets, the alternate
instruction sets comprising the one or more instruction sets
for operating the device correlated with the first digital
picture. In further embodiments, the causing the processor
circuit to execute the one or more instruction sets for
operating the device correlated with the first digital picture
includes transmitting, to the processor circuit for execution,
the one or more instruction sets for operating the device
correlated with the first digital picture. In further embodi-
ments, the executing the one or more instruction sets for
operating the device correlated with the first digital picture
includes issuing an interrupt to the processor circuit and
executing the one or more instruction sets for operating the
device correlated with the first digital picture following the
interrupt. In further embodiments, the causing the processor
circuit to execute the one or more instruction sets for
operating the device correlated with the first digital picture
includes modifying an element that is part of, operating on,
or coupled to the processor circuit.

In certain embodiments, the processor circuit includes a
logic circuit, and wherein the causing the processor circuit
to execute the one or more instruction sets for operating the
device correlated with the first digital picture includes
causing the logic circuit to execute the one or more instruc-
tion sets for operating the device correlated with the first
digital picture. The logic circuit may include a microcon-
troller. The causing the logic circuit to execute the one or
more instruction sets for operating the device correlated with
the first digital picture may include modifying an element of
the logic circuit. The causing the logic circuit to execute the
one or more instruction sets for operating the device corre-
lated with the first digital picture may include inserting the
one or more instruction sets for operating the device corre-
lated with the first digital picture into an element of the logic
circuit. The causing the logic circuit to execute the one or
more instruction sets for operating the device correlated with
the first digital picture may include redirecting the logic
circuit to the one or more instruction sets for operating the
device correlated with the first digital picture. The causing
the logic circuit to execute the one or more instruction sets
for operating the device correlated with the first digital
picture may include replacing inputs into the logic circuit
with the one or more instruction sets for operating the device
correlated with the first digital picture. The causing the logic
circuit to execute the one or more instruction sets for
operating the device correlated with the first digital picture
may include replacing outputs from the logic circuit with the
one or more instruction sets for operating the device corre-
lated with the first digital picture.
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In certain embodiments, the causing the processor circuit
to execute the one or more instruction sets for operating the
device correlated with the first digital picture includes
causing an application for operating the device to execute
the one or more instruction sets for operating the device
correlated with the first digital picture, the application run-
ning on the processor circuit.

In further embodiments, the system further comprises: an
application including instruction sets for operating the
device, the application running on the processor circuit,
wherein the causing the processor circuit to execute the one
or more instruction sets for operating the device correlated
with the first digital picture includes modifying the appli-
cation.

In further embodiments, the causing the processor circuit
to execute the one or more instruction sets for operating the
device correlated with the first digital picture includes
redirecting an application to the one or more instruction sets
for operating the device correlated with the first digital
picture, the application running on the processor circuit. In
further embodiments, the causing the processor circuit to
execute the one or more instruction sets for operating the
device correlated with the first digital picture includes
redirecting an application to one or more alternate instruc-
tion sets, the application running on the processor circuit, the
alternate instruction sets comprising the one or more instruc-
tion sets for operating the device correlated with the first
digital picture. In further embodiments, the causing the
processor circuit to execute the one or more instruction sets
for operating the device correlated with the first digital
picture includes modifying one or more instruction sets of an
application, the application running on the processor circuit.
In further embodiments, the causing the processor circuit to
execute the one or more instruction sets for operating the
device correlated with the first digital picture includes
modifying a source code, a bytecode, an intermediate code,
a compiled code, an interpreted code, a translated code, a
runtime code, an assembly code, or a machine code. In
further embodiments, the causing the processor circuit to
execute the one or more instruction sets for operating the
device correlated with the first digital picture includes
modifying at least one of: the memory unit, a register of the
processor circuit, a storage, or a repository where instruction
sets are stored or used. In further embodiments, the causing
the processor circuit to execute the one or more instruction
sets for operating the device correlated with the first digital
picture includes modifying one or more instruction sets for
operating an application or an object of the application, the
application running on the processor circuit. In further
embodiments, the causing the processor circuit to execute
the one or more instruction sets for operating the device
correlated with the first digital picture includes modifying at
least one of: an element of the processor circuit, an element
of the device, a virtual machine, a runtime engine, an
operating system, an execution stack, a program counter, or
a user input. In further embodiments, the causing the pro-
cessor circuit to execute the one or more instruction sets for
operating the device correlated with the first digital picture
includes modifying one or more instruction sets at a source
code write time, a compile time, an interpretation time, a
translation time, a linking time, a loading time, or a runtime.
In further embodiments, the causing the processor circuit to
execute the one or more instruction sets for operating the
device correlated with the first digital picture includes
modifying one or more code segments, lines of code,
statements, instructions, functions, routines, subroutines, or
basic blocks. In further embodiments, the causing the pro-
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cessor circuit to execute the one or more instruction sets for
operating the device correlated with the first digital picture
includes a manual, an automatic, a dynamic, or a just in time
(JIT) instrumentation of an application, the application run-
ning on the processor circuit. In further embodiments, the
causing the processor circuit to execute the one or more
instruction sets for operating the device correlated with the
first digital picture includes utilizing one or more of a NET
tool, a .NET application programming interface (API), a
Java tool, a Java API, an operating system tool, or an
independent tool for modifying instruction sets. In further
embodiments, the causing the processor circuit to execute
the one or more instruction sets for operating the device
correlated with the first digital picture includes utilizing at
least one of: a dynamic, an interpreted, or a scripting
programming language. In further embodiments, the causing
the processor circuit to execute the one or more instruction
sets for operating the device correlated with the first digital
picture includes utilizing at least one of: a dynamic code, a
dynamic class loading, or a reflection. In further embodi-
ments, the causing the processor circuit to execute the one
or more instruction sets for operating the device correlated
with the first digital picture includes utilizing an assembly
language. In further embodiments, the causing the processor
circuit to execute the one or more instruction sets for
operating the device correlated with the first digital picture
includes utilizing at least one of: a metaprogramming, a
self-modifying code, or an instruction set modification tool.
In further embodiments, the causing the processor circuit to
execute the one or more instruction sets for operating the
device correlated with the first digital picture includes
utilizing at least one of: just in time (JIT) compiling, JIT
interpretation, JIT translation, dynamic recompiling, or
binary rewriting. In further embodiments, the causing the
processor circuit to execute the one or more instruction sets
for operating the device correlated with the first digital
picture includes utilizing at least one of: a dynamic expres-
sion creation, a dynamic expression execution, a dynamic
function creation, or a dynamic function execution. In
further embodiments, the causing the processor circuit to
execute the one or more instruction sets for operating the
device correlated with the first digital picture includes
adding or inserting additional code into a code of an appli-
cation, the application running on the processor circuit. In
further embodiments, the causing the processor circuit to
execute the one or more instruction sets for operating the
device correlated with the first digital picture includes at
least one of: modifying, removing, rewriting, or overwriting
a code of an application, the application running on the
processor circuit. In further embodiments, the causing the
processor circuit to execute the one or more instruction sets
for operating the device correlated with the first digital
picture includes at least one of: branching, redirecting,
extending, or hot swapping a code of an application, the
application running on the processor circuit. The branching
or redirecting the code may include inserting at least one of:
a branch, a jump, or a means for redirecting an execution. In
further embodiments, the executing the one or more instruc-
tion sets for operating the device correlated with the first
digital picture includes implementing a user’s knowledge,
style, or methodology of operating the device in a visual
surrounding.

In some embodiments, the system further comprises: an
interface configured to cause execution of instruction sets,
wherein the executing the one or more instruction sets for
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operating the device correlated with the first digital picture
is caused by the interface. The interface may include a
modification interface.

In certain embodiments, the one or more operations
defined by the one or more instruction sets for operating the
device correlated with the first digital picture include at least
one of: an operation with or by a smartphone, an operation
with or by a fixture, an operation with or by a control device,
or an operation with or by a computer or computing enabled
device.

In some embodiments, the performing the one or more
operations defined by the one or more instruction sets for
operating the device correlated with the first digital picture
includes implementing a user’s knowledge, style, or meth-
odology of operating the device in a visual surrounding.

In certain embodiments, the system further comprises: an
application running on the processor circuit.

In some embodiments, the instruction sets for operating
the device are part of an application for operating the device,
the application running on the processor circuit.

In certain embodiments, the system further comprises: an
application for operating the device, the application running
on the processor circuit. The application for operating the
device may include the instruction sets for operating the
device.

In some embodiments, the artificial intelligence unit is
further configured to: receive at least one extra information.
In further embodiments, the at least one extra information
include one or more of: a time information, a location
information, a computed information, an observed informa-
tion, a sensory information, or a contextual information. In
further embodiments, the at least one extra information
include one or more of: an information on a digital picture,
an information on an object in the digital picture, an infor-
mation on the device’s visual surrounding, an information
on an instruction set, an information on an application, an
information on an object of the application, an information
on the processor circuit, an information on the device, or an
information on an user. In further embodiments, the artificial
intelligence unit is further configured to: learn the first
digital picture correlated with the at least one extra infor-
mation. The learning the first digital picture correlated with
at least one extra information may include correlating the
first digital picture with the at least one extra information.
The learning the first digital picture correlated with at least
one extra information may include storing the first digital
picture correlated with the at least one extra information into
the memory unit. In further embodiments, the anticipating
the one or more instruction sets for operating the device
correlated with the first digital picture based on at least a
partial match between the new digital picture and the first
digital picture includes anticipating the one or more instruc-
tion sets for operating the device correlated with the first
digital picture based on at least a partial match between an
extra information correlated with the new digital picture and
an extra information correlated with the first digital picture.
The anticipating the one or more instruction sets for oper-
ating the device correlated with the first digital picture based
on at least a partial match between an extra information
correlated with the new digital picture and an extra infor-
mation correlated with the first digital picture may include
comparing an extra information correlated with the new
digital picture and an extra information correlated with the
first digital picture. The anticipating the one or more instruc-
tion sets for operating the device correlated with the first
digital picture based on at least a partial match between an
extra information correlated with the new digital picture and
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an extra information correlated with the first digital picture
may include determining that a similarity between an extra
information correlated with the new digital picture and an
extra information correlated with the first digital picture
exceeds a similarity threshold.

In some embodiments, the system further comprises: a
user interface, wherein the artificial intelligence unit is
further configured to: present, via the user interface, a user
with an option to execute the one or more instruction sets for
operating the device correlated with the first digital picture.

In certain embodiments, the system further comprises: a
user interface, wherein the artificial intelligence unit is
further configured to: receive, via the user interface, a user’s
selection to execute the one or more instruction sets for
operating the device correlated with the first digital picture.

In some embodiments, the artificial intelligence unit is
further configured to: rate the executed one or more instruc-
tion sets for operating the device correlated with the first
digital picture. The rating the executed one or more instruc-
tion sets for operating the device correlated with the first
digital picture may include displaying, on a display, the
executed one or more instruction sets for operating the
device correlated with the first digital picture along with one
or more rating values as options to be selected by a user. The
rating the executed one or more instruction sets for operating
the device correlated with the first digital picture may
include rating the executed one or more instruction sets for
operating the device correlated with the first digital picture
without a user input. The rating the executed one or more
instruction sets for operating the device correlated with the
first digital picture may include associating one or more
rating values with the executed one or more instruction sets
for operating the device correlated with the first digital
picture and storing the one or more rating values into the
memory unit.

In certain embodiments, the system further comprises: a
user interface, wherein the artificial intelligence unit is
further configured to: present, via the user interface, a user
with an option to cancel the execution of the executed one
or more instruction sets for operating the device correlated
with the first digital picture. In further embodiments, the
canceling the execution of the executed one or more instruc-
tion sets for operating the device correlated with the first
digital picture includes restoring the processor circuit or the
device to a prior state. The restoring the processor circuit or
the device to a prior state may include saving the state of the
processor circuit or the device prior to executing the one or
more instruction sets for operating the device correlated with
the first digital picture.

In some embodiments, the system further comprises: an
input device configured to receive a user’s operating direc-
tions, the user’s operating directions for instructing the
processor circuit on how to operate the device.

In certain embodiments, the autonomous device operating
includes a partially or a fully autonomous device operating.
The partially autonomous device operating may include
executing the one or more instruction sets for operating the
device correlated with the first digital picture responsive to
a user confirmation. The fully autonomous device operating
may include executing the one or more instruction sets for
operating the device correlated with the first digital picture
without a user confirmation.

In some embodiments, the artificial intelligence unit is
further configured to: receive a second digital picture from
the picture capturing apparatus; receive additional one or
more instruction sets for operating the device from the
processor circuit; and learn the second digital picture cor-
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related with the additional one or more instruction sets for
operating the device. In further embodiments, the second
digital picture includes a second stream of digital pictures.
In further embodiments, the learning the first digital picture
correlated with the one or more instruction sets for operating
the device and the learning the second digital picture cor-
related with the additional one or more instruction sets for
operating the device include creating a connection between
the first digital picture correlated with the one or more
instruction sets for operating the device and the second
digital picture correlated with the additional one or more
instruction sets for operating the device. The connection
may include or is associated with at least one of: an
occurrence count, a weight, a parameter, or a data. In further
embodiments, the learning the first digital picture correlated
with the one or more instruction sets for operating the device
and the learning the second digital picture correlated with
the additional one or more instruction sets for operating the
device include updating a connection between the first
digital picture correlated with the one or more instruction
sets for operating the device and the second digital picture
correlated with the additional one or more instruction sets
for operating the device. The updating the connection
between the first digital picture correlated with the one or
more instruction sets for operating the device and the second
digital picture correlated with the additional one or more
instruction sets for operating the device may include updat-
ing at least one of: an occurrence count, a weight, a
parameter, or a data included in or associated with the
connection. In further embodiments, the learning the first
digital picture correlated with the one or more instruction
sets for operating the device includes storing the first digital
picture correlated with the one or more instruction sets for
operating the device into a first node of a data structure, and
wherein the learning the second digital picture correlated
with the additional one or more instruction sets for operating
the device includes storing the second digital picture corre-
lated with the additional one or more instruction sets for
operating the device into a second node of the data structure.
The data structure may include a neural network, a graph, a
collection of sequences, a sequence, a collection of knowl-
edge cells, a knowledgebase, or a knowledge structure. The
learning the first digital picture correlated with the one or
more instruction sets for operating the device and the
learning the second digital picture correlated with the addi-
tional one or more instruction sets for operating the device
may include creating a connection between the first node
and the second node. The learning the first digital picture
correlated with the one or more instruction sets for operating
the device and the learning the second digital picture cor-
related with the additional one or more instruction sets for
operating the device may include updating a connection
between the first node and the second node. In further
embodiments, the first digital picture correlated with the one
or more instruction sets for operating the device is stored
into a first node of a neural network and the second digital
picture correlated with the additional one or more instruction
sets for operating the device is stored into a second node of
the neural network. The first node and the second node may
be connected by a connection. The first node may be part of
a first layer of the neural network and the second node may
be part of a second layer of the neural network. In further
embodiments, the first digital picture correlated with the one
or more instruction sets for operating the device is stored
into a first node of a graph and the second digital picture
correlated with the additional one or more instruction sets
for operating the device is stored into a second node of the
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graph. The first node and the second node may be connected
by a connection. In further embodiments, the first digital
picture correlated with the one or more instruction sets for
operating the device is stored into a first node of a sequence
and the second digital picture correlated with the additional
one or more instruction sets for operating the device is stored
into a second node of the sequence.

In some aspects, the disclosure relates to a non-transitory
computer storage medium having a computer program
stored thereon, the program including instructions that when
executed by one or more processor circuits cause the one or
more processor circuits to perform operations comprising:
receiving a first digital picture from a picture capturing
apparatus. The operations may further include receiving one
or more instruction sets for operating a device. The opera-
tions may further include learning the first digital picture
correlated with the one or more instruction sets for operating
the device. The operations may further include receiving a
new digital picture from the picture capturing apparatus. The
operations may further include anticipating the one or more
instruction sets for operating the device correlated with the
first digital picture based on at least a partial match between
the new digital picture and the first digital picture. The
operations may further include causing an execution of the
one or more instruction sets for operating the device corre-
lated with the first digital picture, the causing performed in
response to the anticipating the one or more instruction sets
for operating the device correlated with the first digital
picture based on at least a partial match between the new
digital picture and the first digital picture, wherein the device
performs one or more operations defined by the one or more
instruction sets for operating the device correlated with the
first digital picture, the one or more operations performed in
response to the executing.

In some aspects, the disclosure relates to a method com-
prising: (a) receiving a first digital picture from a picture
capturing apparatus by one or more processor circuits. The
method may further include (b) receiving one or more
instruction sets for operating a device by the one or more
processor circuits. The method may further include (c)
learning the first digital picture correlated with the one or
more instruction sets for operating the device, the learning
of (c) performed by the one or more processor circuits. The
method may further include (d) receiving a new digital
picture from the picture capturing apparatus by the one or
more processor circuits. The method may further include (e)
anticipating the one or more instruction sets for operating
the device correlated with the first digital picture based on at
least a partial match between the new digital picture and the
first digital picture, the anticipating of (e) performed by the
one or more processor circuits. The method may further
include (f) executing the one or more instruction sets for
operating the device correlated with the first digital picture,
the executing of (f) performed in response to the anticipating
of (e). The method may further include (g) performing, by
the device, one or more operations defined by the one or
more instruction sets for operating the device correlated with
the first digital picture, the one or more operations per-
formed in response to the executing of (f).

The operations or steps of the non-transitory computer
storage medium and/or the method may be performed by
any of the elements of the above described systems as
applicable. The non-transitory computer storage medium
and/or the method may include any of the operations, steps,
and embodiments of the above described systems as appli-
cable as well as the following embodiments.



US 11,055,583 Bl

17

In certain embodiments, the device includes one or more
devices. In further embodiments, the device includes a
smartphone, a fixture, a control device, a computing enabled
device, or a computer. In further embodiments, the picture
capturing apparatus includes one or more picture capturing
apparatuses. In further embodiments, the picture capturing
apparatus includes a motion picture camera or a still picture
camera. In further embodiments, the picture capturing appa-
ratus resides on a remote device, the remote device coupled
to the one or more processor circuits via a network.

In some embodiments, the one or more instruction sets for
operating the device include one or more instruction sets that
temporally correspond to the first digital picture. The one or
more instruction sets that temporally correspond to the first
digital picture may include one or more instruction sets
executed at a time of the capturing the first digital picture.
The one or more instruction sets that temporally correspond
to the first digital picture may include one or more instruc-
tion sets executed prior to the capturing the first digital
picture. The one or more instruction sets that temporally
correspond to the first digital picture may include one or
more instruction sets executed within a threshold period of
time prior to the capturing the first digital picture. The one
or more instruction sets that temporally correspond to the
first digital picture may include one or more instruction sets
executed subsequent to the capturing the first digital picture.
The one or more instruction sets that temporally correspond
to the first digital picture may include one or more instruc-
tion sets executed within a threshold period of time subse-
quent to the capturing the first digital picture. The one or
more instruction sets that temporally correspond to the first
digital picture may include one or more instruction sets
executed within a threshold period of time prior to the
capturing the first digital picture or a threshold period of
time subsequent to the capturing the first digital picture. The
one or more instruction sets that temporally correspond to
the first digital picture may include one or more instruction
sets executed from a start of capturing a preceding digital
picture to a start of capturing the first digital picture. The one
or more instruction sets that temporally correspond to the
first digital picture may include one or more instruction sets
executed from a start of capturing the first digital picture to
a start of capturing a subsequent digital picture. The one or
more instruction sets that temporally correspond to the first
digital picture may include one or more instruction sets
executed from a completion of capturing a preceding digital
picture to a completion of capturing the first digital picture.
The one or more instruction sets that temporally correspond
to the first digital picture may include one or more instruc-
tion sets executed from a completion of capturing the first
digital picture to a completion of capturing a subsequent
digital picture.

In certain embodiments, the one or more instruction sets
for operating the device are executed by a processor circuit.
In further embodiments, the one or more instruction sets for
operating the device are part of an application for operating
the device. In further embodiments, the one or more instruc-
tion sets for operating the device include one or more inputs
into or one or more outputs from a processor circuit. In
further embodiments, the one or more instruction sets for
operating the device include values or states of one or more
registers or elements of a processor circuit. In further
embodiments, an instruction set includes at least one of: a
command, a keyword, a symbol, an instruction, an operator,
a variable, a value, an object, a data structure, a function, a
parameter, a state, a signal, an input, an output, a character,
a digit, or a reference thereto. In further embodiments, the
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one or more instruction sets include a source code, a
bytecode, an intermediate code, a compiled code, an inter-
preted code, a translated code, a runtime code, an assembly
code, a structured query language (SQL) code, or a machine
code. In further embodiments, the one or more instruction
sets include one or more code segments, lines of code,
statements, instructions, functions, routines, subroutines, or
basic blocks. In further embodiments, the one or more
instruction sets for operating the device include one or more
inputs into a logic circuit. In further embodiments, the one
or more instruction sets for operating the device include one
or more outputs from a logic circuit. In further embodi-
ments, the one or more instruction sets for operating the
device include one or more instruction sets for operating an
application or an object of the application.

In some embodiments, the receiving the one or more
instruction sets for operating the device includes obtaining
the one or more instruction sets. In further embodiments, the
receiving the one or more instruction sets for operating the
device includes receiving the one or more instruction sets as
they are executed. In further embodiments, the receiving the
one or more instruction sets for operating the device
includes receiving the one or more instruction sets for
operating the device from a register or an element of a
processor circuit. In further embodiments, the receiving the
one or more instruction sets for operating the device
includes receiving the one or more instruction sets for
operating the device from an element that is part of, oper-
ating on, or coupled to a processor circuit. In further
embodiments, the receiving the one or more instruction sets
for operating the device includes receiving the one or more
instruction sets for operating the device from at least one of:
a memory unit, the device, a virtual machine, a runtime
engine, a hard drive, a storage device, a peripheral device, a
network connected device, or a user. In further embodi-
ments, the receiving the one or more instruction sets for
operating the device includes receiving the one or more
instruction sets from a plurality of processor circuits, appli-
cations, memory units, devices, virtual machines, runtime
engines, hard drives, storage devices, peripheral devices,
network connected devices, or users.

In certain embodiments, the receiving the one or more
instruction sets for operating the device includes receiving
the one or more instruction sets for operating the device
from a logic circuit. The logic circuit may include a micro-
controller. The receiving the one or more instruction sets for
operating the device from the logic circuit may include
receiving the one or more instruction sets for operating the
device from an element of the logic circuit. The receiving the
one or more instruction sets for operating the device from
the logic circuit may include receiving one or more inputs
into the logic circuit. The receiving the one or more instruc-
tion sets for operating the device from the logic circuit may
include receiving one or more outputs from the logic circuit.

In some embodiments, the receiving the one or more
instruction sets for operating the device includes receiving
the one or more instruction sets for operating the device
from an application for operating the device. In further
embodiments, the receiving the one or more instruction sets
for operating the device includes receiving the one or more
instruction sets for operating the device from an application,
the application including instruction sets for operating the
device. In further embodiments, the receiving the one or
more instruction sets for operating the device includes
receiving the one or more instruction sets at a source code
write time, a compile time, an interpretation time, a trans-
lation time, a linking time, a loading time, or a runtime. In
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further embodiments, the receiving the one or more instruc-
tion sets for operating the device includes at least one of:
tracing, profiling, or instrumentation of a source code, a
bytecode, an intermediate code, a compiled code, an inter-
preted code, a translated code, a runtime code, an assembly
code, a structured query language (SQL) code, or a machine
code. In further embodiments, the receiving the one or more
instruction sets for operating the device includes at least one
of: tracing, profiling, or instrumentation of an element that
is part of, operating on, or coupled to a processor circuit. In
further embodiments, the receiving the one or more instruc-
tion sets for operating the device includes at least one of:
tracing, profiling, or instrumentation of a register of a
processor circuit, a memory Unit, a storage, or a repository
where the one or more instruction sets for operating the
device are stored. In further embodiments, the receiving the
one or more instruction sets for operating the device
includes at least one of: tracing, profiling, or instrumentation
of a processor circuit, the device, a virtual machine, a
runtime engine, an operating system, an execution stack, a
program counter, or a processing element. In further
embodiments, the receiving the one or more instruction sets
for operating the device includes at least one of: tracing,
profiling, or instrumentation of a processor circuit or tracing,
profiling, or instrumentation of a component of the proces-
sor circuit. In further embodiments, the receiving the one or
more instruction sets for operating the device includes at
least one of: tracing, profiling, or instrumentation of an
application or an object of the application. In further
embodiments, the receiving the one or more instruction sets
for operating the device includes at least one of: tracing,
profiling, or instrumentation at a source code write time, a
compile time, an interpretation time, a translation time, a
linking time, a loading time, or a runtime. In further embodi-
ments, the receiving the one or more instruction sets for
operating the device includes at least one of: tracing, pro-
filing, or instrumentation of one or more of code segments,
lines of code, statements, instructions, functions, routines,
subroutines, or basic blocks. In further embodiments, the
receiving the one or more instruction sets for operating the
device includes at least one of: tracing, profiling, or instru-
mentation of a user input. In further embodiments, the
receiving the one or more instruction sets for operating the
device includes at least one of: a manual, an automatic, a
dynamic, or a just in time (JIT) tracing, profiling, or instru-
mentation. In further embodiments, the receiving the one or
more instruction sets for operating the device includes
utilizing at least one of: a .NET tool, a .NET application
programming interface (API), a Java tool, a Java API, a
logging tool, or an independent tool for obtaining instruction
sets. In further embodiments, the receiving the one or more
instruction sets for operating the device includes utilizing an
assembly language. In further embodiments, the receiving
the one or more instruction sets for operating the device
includes utilizing a branch or a jump. In further embodi-
ments, the receiving the one or more instruction sets for
operating the device includes a branch tracing or a simula-
tion tracing. In further embodiments, the receiving the one
or more instruction sets for operating the device includes
receiving the one or more instruction sets for operating the
device by an interface. The interface may include an acqui-
sition interface.

In certain embodiments, the first digital picture correlated
with the one or more instruction sets for operating the device
includes a unit of knowledge of how the device operated in
a visual surrounding. In further embodiments, the first
digital picture correlated with the one or more instruction
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sets for operating the device is included in a neuron, a node,
a vertex, or an element of a data structure. The data structure
may include a neural network, a graph, a collection of
sequences, a sequence, a collection of knowledge cells, a
knowledgebase, or a knowledge structure. Some of the
neurons, nodes, vertices, or elements may be interconnected.
In further embodiments, the first digital picture correlated
with the one or more instruction sets for operating the device
is structured into a knowledge cell. In further embodiments,
the knowledge cell includes a unit of knowledge of how the
device operated in a visual surrounding. In further embodi-
ments, the knowledge cell is included in a neuron, a node,
a vertex, or an element of a data structure. The data structure
may include a neural network, a graph, a collection of
sequences, a sequence, a collection of knowledge cells, a
knowledgebase, or a knowledge structure. Some of the
neurons, nodes, vertices, or elements may be interconnected.

In certain embodiments, the learning the first digital
picture correlated with the one or more instruction sets for
operating the device includes correlating the first digital
picture with the one or more instruction sets for operating
the device. The correlating the first digital picture with the
one or more instruction sets for operating the device may
include generating a knowledge cell, the knowledge cell
comprising the first digital picture correlated with the one or
more instruction sets for operating the device. The correlat-
ing the first digital picture with the one or more instruction
sets for operating the device may include structuring a unit
of knowledge of how the device operated in a visual
surrounding. In further embodiments, the learning the first
digital picture correlated with the one or more instruction
sets for operating the device includes learning a user’s
knowledge, style, or methodology of operating the device in
a visual surrounding. In further embodiments, the learning
the first digital picture correlated with the one or more
instruction sets for operating the device includes spontane-
ous learning the first digital picture correlated with the one
or more instruction sets for operating the device.

In some embodiments, the learning the first digital picture
correlated with the one or more instruction sets for operating
the device includes storing, into a memory unit, the first
digital picture correlated with the one or more instruction
sets for operating the device, the first digital picture corre-
lated with the one or more instruction sets for operating the
device being part of a stored plurality of digital pictures
correlated with one or more instruction sets for operating the
device. In further embodiments, the memory unit includes
one or more memory units. In further embodiments, the
memory unit resides on a remote computing device, the
remote computing device coupled to the one or more pro-
cessor circuits via a network. The remote computing device
may include a server. In further embodiments, the plurality
of digital pictures correlated with one or more instruction
sets for operating the device include a neural network, a
graph, a collection of sequences, a sequence, a collection of
knowledge cells, a knowledgebase, a knowledge structure,
or a data structure. In further embodiments, the plurality of
digital pictures correlated with one or more instruction sets
for operating the device are organized into a neural network,
a graph, a collection of sequences, a sequence, a collection
of knowledge cells, a knowledgebase, a knowledge struc-
ture, or a data structure. In further embodiments, each of the
plurality of digital pictures correlated with one or more
instruction sets for operating the device is included in a
neuron, a node, a vertex, or an element of a data structure.
The data structure may include a neural network, a graph, a
collection of sequences, a sequence, a collection of knowl-
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edge cells, a knowledgebase, or a knowledge structure.
Some of the neurons, nodes, vertices, or elements may be
interconnected. In further embodiments, the plurality of
digital pictures correlated with one or more instruction sets
for operating the device include a user’s knowledge, style, or
methodology of operating the device in visual surroundings.
In further embodiments, the plurality of digital pictures
correlated with one or more instruction sets for operating the
device are stored on a remote computing device. In further
embodiments, the plurality of digital pictures correlated with
one or more instruction sets for operating the device include
an artificial intelligence system for knowledge structuring,
storing, or representation. The artificial intelligence system
for knowledge structuring, storing, or representation may
include at least one of: a deep learning system, a supervised
learning system, an unsupervised learning system, a neural
network, a search-based system, an optimization-based sys-
tem, a logic-based system, a fuzzy logic-based system, a
tree-based system, a graph-based system, a hierarchical
system, a symbolic system, a sub-symbolic system, an
evolutionary system, a genetic system, a multi-agent system,
a deterministic system, a probabilistic system, or a statistical
system.

In some embodiments, the anticipating the one or more
instruction sets for operating the device correlated with the
first digital picture based on at least a partial match between
the new digital picture and the first digital picture includes
comparing at least one portion of the new digital picture with
at least one portion of the first digital picture. The at least
one portion of the new digital picture may include at least
one region, at least one feature, or at least one pixel of the
new digital picture. The at least one portion of the first
digital picture may include at least one region, at least one
feature, or at least one pixel of the first digital picture. The
comparing the at least one portion of the new digital picture
with the at least one portion of the first digital picture may
include comparing at least one region of the new digital
picture with at least one region of the first digital picture.
The comparing the at least one portion of the new digital
picture with the at least one portion of the first digital picture
may include comparing at least one feature of the new digital
picture with at least one feature of the first digital picture.
The comparing the at least one portion of the new digital
picture with the at least one portion of the first digital picture
may include comparing at least one pixel of the new digital
picture with at least one pixel of the first digital picture. The
comparing the at least one portion of the new digital picture
with the at least one portion of the first digital picture may
include at least one of: performing a color adjustment,
performing a size adjustment, performing a content manipu-
lation, utilizing a transparency, or utilizing a mask on the
new or the first digital picture. The comparing the at least
one portion of the new digital picture with the at least one
portion of the first digital picture may include recognizing at
least one person or object in the new digital picture and at
least one person or object in the first digital picture, and
comparing the at least one person or object from the new
digital picture with the at least one person or object from the
first digital picture.

In certain embodiments, the anticipating the one or more
instruction sets for operating the device correlated with the
first digital picture based on at least a partial match between
the new digital picture and the first digital picture includes
determining that there is at least a partial match between the
new digital picture and the first digital picture. In further
embodiments, the determining that there is at least a partial
match between the new digital picture and the first digital
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picture includes determining that there is at least a partial
match between one or more portions of the new digital
picture and one or more portions of the first digital picture.
In further embodiments, the determining that there is at least
a partial match between the new digital picture and the first
digital picture includes determining that a similarity between
at least one portion of the new digital picture and at least one
portion of the first digital picture exceeds a similarity
threshold. In further embodiments, the determining that
there is at least a partial match between the new digital
picture and the first digital picture includes determining a
substantial similarity between at least one portion of the new
digital picture and at least one portion of the first digital
picture. The at least one portion of the new digital picture
may include at least one region, at least one feature, or at
least one pixel of the new digital picture. The at least one
portion of the first digital picture may include at least one
region, at least one feature, or at least one pixel of the first
digital picture. The substantial similarity may be achieved
when a similarity between the at least one portion of the new
digital picture and the at least one portion of the first digital
picture exceeds a similarity threshold. The substantial simi-
larity may be achieved when a number or a percentage of
matching or partially matching regions from the new digital
picture and from the first digital picture exceeds a threshold
number or threshold percentage. The substantial similarity
may be achieved when a number or a percentage of match-
ing or partially matching features from the new digital
picture and from the first digital picture exceeds a threshold
number or threshold percentage. The substantial similarity
may be achieved when a number or a percentage of match-
ing or partially matching pixels from the new digital picture
and from the first digital picture exceeds a threshold number
or threshold percentage. The substantial similarity may be
achieved when one or more same or similar objects are
recognized in the new digital picture and the first digital
picture. In further embodiments, the determining that there
is at least a partial match between the new digital picture and
the first digital picture includes determining that a number or
a percentage of matching regions from the new digital
picture and from the first digital picture exceeds a threshold
number or threshold percentage. The matching regions from
the new digital picture and from the first digital picture may
be determined factoring in at least one of: a location of a
region, an importance of a region, a threshold for a similarity
in a region, or a threshold for a difference in a region. In
further embodiments, the determining that there is at least a
partial match between the new digital picture and the first
digital picture includes determining that a number or a
percentage of matching features from the new digital picture
and from the first digital picture exceeds a threshold number
or threshold percentage. The matching features from the new
digital picture and from the first digital picture may be
determined factoring in at least one of: a type of a feature,
an importance of a feature, a location of a feature, a
threshold for a similarity in a feature, or a threshold for a
difference in a feature. In further embodiments, the deter-
mining that there is at least a partial match between the new
digital picture and the first digital picture includes determin-
ing that a number or a percentage of matching pixels from
the new digital picture and from the first digital picture
exceeds a threshold number or threshold percentage. The
matching pixels from the new digital picture and from the
first digital picture may be determined factoring in at least
one of: a location of a pixel, a threshold for a similarity in
a pixel, or a threshold for a difference in a pixel. In further
embodiments, the determining that there is at least a partial
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match between the new digital picture and the first digital
picture includes recognizing a same person or object in the
new and the first digital pictures.

In some embodiments, the executing the one or more
instruction sets for operating the device correlated with the
first digital picture includes executing the one or more
instruction sets for operating the device correlated with the
first digital picture instead of or prior to an instruction set
that would have been executed next. In further embodi-
ments, the executing the one or more instruction sets for
operating the device correlated with the first digital picture
includes modifying one or more instruction sets. In further
embodiments, the executing the one or more instruction sets
for operating the device correlated with the first digital
picture includes modifying a register or an element of a
processor circuit. In further embodiments, the executing the
one or more instruction sets for operating the device corre-
lated with the first digital picture includes inserting the one
or more instruction sets for operating the device correlated
with the first digital picture into a register or an element of
a processor circuit. In further embodiments, the executing
the one or more instruction sets for operating the device
correlated with the first digital picture includes redirecting a
processor circuit to the one or more instruction sets for
operating the device correlated with the first digital picture.
In further embodiments, the executing the one or more
instruction sets for operating the device correlated with the
first digital picture includes redirecting a processor circuit to
one or more alternate instruction sets, the alternate instruc-
tion sets comprising the one or more instruction sets for
operating the device correlated with the first digital picture.
In further embodiments, the executing the one or more
instruction sets for operating the device correlated with the
first digital picture includes transmitting, to a processor
circuit for execution, the one or more instruction sets for
operating the device correlated with the first digital picture.
In further embodiments, the executing the one or more
instruction sets for operating the device correlated with the
first digital picture includes issuing an interrupt to a proces-
sor circuit and executing the one or more instruction sets for
operating the device correlated with the first digital picture
following the interrupt. In further embodiments, the execut-
ing the one or more instruction sets for operating the device
correlated with the first digital picture includes modifying an
element that is part of, operating on, or coupled to a
processor circuit.

In certain embodiments, the executing the one or more
instruction sets for operating the device correlated with the
first digital picture includes executing, by a logic circuit, the
one or more instruction sets for operating the device corre-
lated with the first digital picture. The logic circuit may
include a microcontroller. The executing, by the logic cir-
cuit, the one or more instruction sets for operating the device
correlated with the first digital picture may include modi-
fying an element of the logic circuit. The executing, by the
logic circuit, the one or more instruction sets for operating
the device correlated with the first digital picture may
include inserting the one or more instruction sets for oper-
ating the device correlated with the first digital picture into
an element of the logic circuit. The executing, by the logic
circuit, the one or more instruction sets for operating the
device correlated with the first digital picture may include
redirecting the logic circuit to the one or more instruction
sets for operating the device correlated with the first digital
picture. The executing, by the logic circuit, the one or more
instruction sets for operating the device correlated with the
first digital picture may include replacing inputs into the
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logic circuit with the one or more instruction sets for
operating the device correlated with the first digital picture.
The executing, by the logic circuit, the one or more instruc-
tion sets for operating the device correlated with the first
digital picture may include replacing outputs from the logic
circuit with the one or more instruction sets for operating the
device correlated with the first digital picture.

In some embodiments, the executing the one or more
instruction sets for operating the device correlated with the
first digital picture includes executing, by an application for
operating the device, the one or more instruction sets for
operating the device correlated with the first digital picture.
In further embodiments, the executing the one or more
instruction sets for operating the device correlated with the
first digital picture includes modifying an application, the
application including instruction sets for operating the
device. In further embodiments, the executing the one or
more instruction sets for operating the device correlated with
the first digital picture includes redirecting an application to
the one or more instruction sets for operating the device
correlated with the first digital picture. In further embodi-
ments, the executing the one or more instruction sets for
operating the device correlated with the first digital picture
includes redirecting an application to one or more alternate
instruction sets, the alternate instruction sets comprising the
one or more instruction sets for operating the device corre-
lated with the first digital picture. In further embodiments,
the executing the one or more instruction sets for operating
the device correlated with the first digital picture includes
modifying one or more instruction sets of an application. In
further embodiments, the executing the one or more instruc-
tion sets for operating the device correlated with the first
digital picture includes modifying a source code, a bytecode,
an intermediate code, a compiled code, an interpreted code,
a translated code, a runtime code, an assembly code, or a
machine code. In further embodiments, the executing the
one or more instruction sets for operating the device corre-
lated with the first digital picture includes modifying at least
one of: a memory unit, a register of a processor circuit, a
storage, or a repository where instruction sets are stored or
used. In further embodiments, the executing the one or more
instruction sets for operating the device correlated with the
first digital picture includes modifying one or more instruc-
tion sets for operating an application or an object of the
application. In further embodiments, the executing the one
or more instruction sets for operating the device correlated
with the first digital picture includes modifying at least one
of: an element of a processor circuit, an element of the
device, a virtual machine, a runtime engine, an operating
system, an execution stack, a program counter, or a user
input. In further embodiments, the executing the one or more
instruction sets for operating the device correlated with the
first digital picture includes modifying one or more instruc-
tion sets at a source code write time, a compile time, an
interpretation time, a translation time, a linking time, a
loading time, or a runtime. In further embodiments, the
executing the one or more instruction sets for operating the
device correlated with the first digital picture includes
modifying one or more code segments, lines of code,
statements, instructions, functions, routines, subroutines, or
basic blocks. In further embodiments, the executing the one
or more instruction sets for operating the device correlated
with the first digital picture includes a manual, an automatic,
a dynamic, or a just in time (JIT) instrumentation of an
application. In further embodiments, the executing the one
or more instruction sets for operating the device correlated
with the first digital picture includes utilizing one or more of
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a .NET tool, a .NET application programming interface
(API), a Java tool, a Java API, an operating system tool, or
an independent tool for modifying instruction sets. In further
embodiments, the executing the one or more instruction sets
for operating the device correlated with the first digital
picture includes utilizing at least one of: a dynamic, an
interpreted, or a scripting programming language. In further
embodiments, the executing the one or more instruction sets
for operating the device correlated with the first digital
picture includes utilizing at least one of: a dynamic code, a
dynamic class loading, or a reflection. In further embodi-
ments, the executing the one or more instruction sets for
operating the device correlated with the first digital picture
includes utilizing an assembly language. In further embodi-
ments, the executing the one or more instruction sets for
operating the device correlated with the first digital picture
includes utilizing at least one of: a metaprogramming, a
self-modifying code, or an instruction set modification tool.
In further embodiments, the executing the one or more
instruction sets for operating the device correlated with the
first digital picture includes utilizing at least one of: just in
time (JIT) compiling, JIT interpretation, JIT translation,
dynamic recompiling, or binary rewriting. In further
embodiments, the executing the one or more instruction sets
for operating the device correlated with the first digital
picture includes utilizing at least one of: a dynamic expres-
sion creation, a dynamic expression execution, a dynamic
function creation, or a dynamic function execution. In
further embodiments, the executing the one or more instruc-
tion sets for operating the device correlated with the first
digital picture includes adding or inserting additional code
into a code of an application. In further embodiments, the
executing the one or more instruction sets for operating the
device correlated with the first digital picture includes at
least one of: modifying, removing, rewriting, or overwriting
a code of an application. In further embodiments, the
executing the one or more instruction sets for operating the
device correlated with the first digital picture includes at
least one of: branching, redirecting, extending, or hot swap-
ping a code of an application. The branching or redirecting
the code may include inserting at least one of: a branch, a
jump, or a means for redirecting an execution. In further
embodiments, the executing the one or more instruction sets
for operating the device correlated with the first digital
picture includes implementing a user’s knowledge, style, or
methodology of operating the device in a visual surround-
ing. In further embodiments, the executing the one or more
instruction sets for operating the device correlated with the
first digital picture includes executing the one or more
instruction sets for operating the device correlated with the
first digital picture via an interface. The interface may
include a modification interface.

In certain embodiments, the one or more operations
defined by the one or more instruction sets for operating the
device correlated with the first digital picture include at least
one of: an operation with or by a smartphone, an operation
with or by a fixture, an operation with or by a control device,
or an operation with or by a computer or computing enabled
device. In further embodiments, the performing the one or
more operations defined by the one or more instruction sets
for operating the device correlated with the first digital
picture includes implementing a user’s knowledge, style, or
methodology of operating the device in a visual surround-
ing.

In some embodiments, the instruction sets for operating
the device are part of an application for operating the device.
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In certain embodiments, the operations of the non-tran-
sitory computer storage medium and/or the method further
comprise: receiving at least one extra information. In further
embodiments, the at least one extra information include one
or more of: a time information, a location information, a
computed information, an observed information, a sensory
information, or a contextual information. In further embodi-
ments, the at least one extra information include one or more
of: an information on a digital picture, an information on an
object in the digital picture, an information on the device’s
visual surrounding, an information on an instruction set, an
information on an application, an information on an object
of the application, an information on a processor circuit, an
information on the device, or an information on an user. In
further embodiments, the operations of the non-transitory
computer storage medium and/or the method further com-
prise: learning the first digital picture correlated with the at
least one extra information. The learning the first digital
picture correlated with at least one extra information may
include correlating the first digital picture with the at least
one extra information. The learning the first digital picture
correlated with at least one extra information may include
storing the first digital picture correlated with the at least one
extra information into a memory unit. In further embodi-
ments, the anticipating the one or more instruction sets for
operating the device correlated with the first digital picture
based on at least a partial match between the new digital
picture and the first digital picture includes anticipating the
one or more instruction sets for operating the device corre-
lated with the first digital picture based on at least a partial
match between an extra information correlated with the new
digital picture and an extra information correlated with the
first digital picture. The anticipating the one or more instruc-
tion sets for operating the device correlated with the first
digital picture based on at least a partial match between an
extra information correlated with the new digital picture and
an extra information correlated with the first digital picture
may include comparing an extra information correlated with
the new digital picture and an extra information correlated
with the first digital picture. The anticipating the one or more
instruction sets for operating the device correlated with the
first digital picture based on at least a partial match between
an extra information correlated with the new digital picture
and an extra information correlated with the first digital
picture may include determining that a similarity between an
extra information correlated with the new digital picture and
an extra information correlated with the first digital picture
exceeds a similarity threshold.

In some embodiments, the operations of the non-transi-
tory computer storage medium and/or the method further
comprise: presenting, via a user interface, a user with an
option to execute the one or more instruction sets for
operating the device correlated with the first digital picture.

In certain embodiments, the operations of the non-tran-
sitory computer storage medium and/or the method further
comprise: receiving, via a user interface, a user’s selection
to execute the one or more instruction sets for operating the
device correlated with the first digital picture.

In some embodiments, the operations of the non-transi-
tory computer storage medium and/or the method further
comprise: rating the executed one or more instruction sets
for operating the device correlated with the first digital
picture. The rating the executed one or more instruction sets
for operating the device correlated with the first digital
picture may include displaying, on a display, the executed
one or more instruction sets for operating the device corre-
lated with the first digital picture along with one or more
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rating values as options to be selected by a user. The rating
the executed one or more instruction sets for operating the
device correlated with the first digital picture may include
rating the executed one or more instruction sets for operating
the device correlated with the first digital picture without a
user input. The rating the executed one or more instruction
sets for operating the device correlated with the first digital
picture may include associating one or more rating values
with the executed one or more instruction sets for operating
the device correlated with the first digital picture and storing
the one or more rating values into a memory unit.

In certain embodiments, the operations of the non-tran-
sitory computer storage medium and/or the method further
comprise: presenting, via a user interface, a user with an
option to cancel the execution of the executed one or more
instruction sets for operating the device correlated with the
first digital picture. In further embodiments, the canceling
the execution of the executed one or more instruction sets for
operating the device correlated with the first digital picture
includes restoring a processor circuit or the device to a prior
state. The restoring the processor circuit or the device to a
prior state may include saving the state of the processor
circuit or the device prior to executing the one or more
instruction sets for operating the device correlated with the
first digital picture.

In some embodiments, the operations of the non-transi-
tory computer storage medium and/or the method further
comprise: receiving, via an input device, a user’s operating
directions, the user’s operating directions for instructing a
processor circuit on how to operate the device.

In certain embodiments, the operations of the non-tran-
sitory computer storage medium and/or the method further
comprise: receiving a second digital picture from the picture
capturing apparatus; receiving additional one or more
instruction sets for operating the device; and learning the
second digital picture correlated with the additional one or
more instruction sets for operating the device. In further
embodiments, the second digital picture includes a second
stream of digital pictures. In further embodiments, the
learning the first digital picture correlated with the one or
more instruction sets for operating the device and the
learning the second digital picture correlated with the addi-
tional one or more instruction sets for operating the device
include creating a connection between the first digital pic-
ture correlated with the one or more instruction sets for
operating the device and the second digital picture correlated
with the additional one or more instruction sets for operating
the device. The connection may include or is associated with
at least one of: an occurrence count, a weight, a parameter,
or a data. In further embodiments, the learning the first
digital picture correlated with the one or more instruction
sets for operating the device and the learning the second
digital picture correlated with the additional one or more
instruction sets for operating the device include updating a
connection between the first digital picture correlated with
the one or more instruction sets for operating the device and
the second digital picture correlated with the additional one
or more instruction sets for operating the device. The
updating the connection between the first digital picture
correlated with the one or more instruction sets for operating
the device and the second digital picture correlated with the
additional one or more instruction sets for operating the
device may include updating at least one of: an occurrence
count, a weight, a parameter, or a data included in or
associated with the connection. In further embodiments, the
learning the first digital picture correlated with the one or
more instruction sets for operating the device includes
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storing the first digital picture correlated with the one or
more instruction sets for operating the device into a first
node of a data structure, and wherein the learning the second
digital picture correlated with the additional one or more
instruction sets for operating the device may include storing
the second digital picture correlated with the additional one
or more instruction sets for operating the device into a
second node of the data structure. The data structure may
include a neural network, a graph, a collection of sequences,
a sequence, a collection of knowledge cells, a knowledge-
base, or a knowledge structure. The learning the first digital
picture correlated with the one or more instruction sets for
operating the device and the learning the second digital
picture correlated with the additional one or more instruction
sets for operating the device may include creating a con-
nection between the first node and the second node. The
learning the first digital picture correlated with the one or
more instruction sets for operating the device and the
learning the second digital picture correlated with the addi-
tional one or more instruction sets for operating the device
may include updating a connection between the first node
and the second node. In further embodiments, the first digital
picture correlated with the one or more instruction sets for
operating the device is stored into a first node of a neural
network and the second digital picture correlated with the
additional one or more instruction sets for operating the
device is stored into a second node of the neural network.
The first node and the second node may be connected by a
connection. The first node may be part of a first layer of the
neural network and the second node may be part of a second
layer of the neural network. In further embodiments, the first
digital picture correlated with the one or more instruction
sets for operating the device is stored into a first node of a
graph and the second digital picture correlated with the
additional one or more instruction sets for operating the
device is stored into a second node of the graph. The first
node and the second node may be connected by a connec-
tion. In further embodiments, the first digital picture corre-
lated with the one or more instruction sets for operating the
device is stored into a first node of a sequence and the second
digital picture correlated with the additional one or more
instruction sets for operating the device is stored into a
second node of the sequence.

In some aspects, the disclosure relates to a system for
learning a visual surrounding for autonomous device oper-
ating. The system may be implemented at least in part on one
or more computing devices. In some embodiments, the
system comprises a processor circuit configured to execute
instruction sets for operating a device. The system may
further include a memory unit configured to store data. The
system may further include a picture capturing apparatus
configured to capture digital pictures. The system may
further include an artificial intelligence unit. In some
embodiments, the artificial intelligence unit may be config-
ured to: receive a first digital picture from the picture
capturing apparatus. The artificial intelligence unit may be
further configured to: receive one or more instruction sets
for operating the device from the processor circuit. The
artificial intelligence unit may be further configured to: learn
the first digital picture correlated with the one or more
instruction sets for operating the device.

In some aspects, the disclosure relates to a non-transitory
computer storage medium having a computer program
stored thereon, the program including instructions that when
executed by one or more processor circuits cause the one or
more processor circuits to perform operations comprising:
receiving a first digital picture from a picture capturing
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apparatus. The operations may further include: receiving
one or more instruction sets for operating a device. The
operations may further include: learning the first digital
picture correlated with the one or more instruction sets for
operating the device.

In some aspects, the disclosure relates to a method com-
prising: (a) receiving a first digital picture from a picture
capturing apparatus by one or more processor circuits. The
method may further include: (b) receiving one or more
instruction sets for operating a device by the one or more
processor circuits. The method may further include: (c)
learning the first digital picture correlated with the one or
more instruction sets for operating the device, the learning
of (c) performed by the one or more processor circuits.

The operations or steps of the non-transitory computer
storage medium and/or the method may be performed by
any of the elements of the above described systems as
applicable. The non-transitory computer storage medium
and/or the method may include any of the operations, steps,
and embodiments of the above described systems as appli-
cable.

In some aspects, the disclosure relates to a system for
using a visual surrounding for autonomous device operating.
The system may be implemented at least in part on one or
more computing devices. In some embodiments, the system
comprises a processor circuit configured to execute instruc-
tion sets for operating a device. The system may further
include a memory unit configured to store data. The system
may further include a picture capturing apparatus configured
to capture digital pictures. The system may further include
an artificial intelligence unit. In some embodiments, the
artificial intelligence unit may be configured to: access the
memory unit that stores a plurality of digital pictures cor-
related with one or more instruction sets for operating the
device, the plurality including a first digital picture corre-
lated with one or more instruction sets for operating the
device. The artificial intelligence unit may be further con-
figured to: receive a new digital picture from the picture
capturing apparatus. The artificial intelligence unit may be
further configured to: anticipate the one or more instruction
sets for operating the device correlated with the first digital
picture based on at least a partial match between the new
digital picture and the first digital picture. The artificial
intelligence unit may be further configured to: cause the
processor circuit to execute the one or more instruction sets
for operating the device correlated with the first digital
picture, the executing performed in response to the antici-
pating of the artificial intelligence unit, wherein the device
performs one or more operations defined by the one or more
instruction sets for operating the device correlated with the
first digital picture, the one or more operations performed in
response to the executing by the processor circuit.

In some aspects, the disclosure relates to a non-transitory
computer storage medium having a computer program
stored thereon, the program including instructions that when
executed by one or more processor circuits cause the one or
more processor circuits to perform operations comprising:
accessing a memory unit that stores a plurality of digital
pictures correlated with one or more instruction sets for
operating a device, the plurality including a first digital
picture correlated with one or more instruction sets for
operating the device. The operations may further include:
receiving a new digital picture from a picture capturing
apparatus. The operations may further include: anticipating
the one or more instruction sets for operating the device
correlated with the first digital picture based on at least a
partial match between the new digital picture and the first
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digital picture. The operations may further include: causing
an execution of the one or more instruction sets for operating
the device correlated with the first digital picture, the caus-
ing performed in response to the anticipating the one or more
instruction sets for operating the device correlated with the
first digital picture based on at least a partial match between
the new digital picture and the first digital picture, wherein
the device performs one or more operations defined by the
one or more instruction sets for operating the device corre-
lated with the first digital picture, the one or more operations
performed in response to the executing.

In some aspects, the disclosure relates to a method com-
prising: (a) accessing a memory unit that stores a plurality of
digital pictures correlated with one or more instruction sets
for operating a device, the plurality including a first digital
picture correlated with one or more instruction sets for
operating the device, the accessing of (a) performed by the
one or more processor circuits. The method may further
include: (b) receiving a new digital picture from a picture
capturing apparatus by the one or more processor circuits.
The method may further include: (¢) anticipating the one or
more instruction sets for operating the device correlated with
the first digital picture based on at least a partial match
between the new digital picture and the first digital picture,
the anticipating of (c) performed by the one or more pro-
cessor circuits. The method may further include: (d) execut-
ing the one or more instruction sets for operating the device
correlated with the first digital picture, the executing of (d)
performed in response to the anticipating of (c). The method
may further include: (e) performing, by the device, one or
more operations defined by the one or more instruction sets
for operating the device correlated with the first digital
picture, the one or more operations performed in response to
the executing of (d).

The operations or steps of the non-transitory computer
storage medium and/or the method may be performed by
any of the elements of the above described systems as
applicable. The non-transitory computer storage medium
and/or the method may include any of the operations, steps,
and embodiments of the above described systems as appli-
cable.

In some aspects, the disclosure relates to a system for
learning and using a visual surrounding for autonomous
device operating. The system may be implemented at least
in part on one or more computing devices. In some embodi-
ments, the system comprises a processor circuit configured
to execute instruction sets for operating a device. The system
may further include a memory unit configured to store data.
The system may further include a picture capturing appara-
tus configured to capture digital pictures. The system may
further include an artificial intelligence. In some embodi-
ments, the artificial intelligence unit may be configured to:
receive a first stream of digital pictures from the picture
capturing apparatus. The artificial intelligence unit may be
further configured to: receive one or more instruction sets
for operating the device from the processor circuit. The
artificial intelligence unit may be further configured to: learn
the first stream of digital pictures correlated with the one or
more instruction sets for operating the device. The artificial
intelligence unit may be further configured to: receive a new
stream of digital pictures from the picture capturing appa-
ratus. The artificial intelligence unit may be further config-
ured to: anticipate the one or more instruction sets for
operating the device correlated with the first stream of
digital pictures based on at least a partial match between the
new stream of digital pictures and the first stream of digital
pictures. The artificial intelligence unit may be further
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configured to: cause the processor circuit to execute the one
or more instruction sets for operating the device correlated
with the first stream of digital pictures, the executing per-
formed in response to the anticipating of the artificial
intelligence unit, wherein the device performs one or more
operations defined by the one or more instruction sets for
operating the device correlated with the first stream of
digital pictures, the one or more operations performed in
response to the executing by the processor circuit.

In certain embodiments, the first stream of digital pictures
includes one or more digital pictures. In further embodi-
ments, the new stream of digital pictures includes one or
more digital pictures. In further embodiments, the first and
the new streams of digital pictures portray the device’s
surrounding. In further embodiments, the first and the new
streams of digital pictures portray a remote device’s sur-
rounding. In further embodiments, the first or the new
stream of digital pictures includes a digital motion picture.
The digital motion picture may include a MPEG motion
picture, an AVI motion picture, a FLV motion picture, a
MOV motion picture, a RM motion picture, a SWF motion
picture, a WMV motion picture, a DivX motion picture, or
a digitally encoded motion picture. In further embodiments,
the first stream of digital pictures includes a comparative
stream of digital pictures whose at least one portion can be
used for comparisons with at least one portion of streams of
digital pictures subsequent to the first stream of digital
pictures, the streams of digital pictures subsequent to the
first stream of digital pictures comprising the new stream of
digital pictures. In further embodiments, the first stream of
digital pictures includes a comparative stream of digital
pictures that can be used for comparisons with the new
stream of digital pictures. In further embodiments, the new
stream of digital pictures includes an anticipatory stream of
digital pictures whose correlated one or more instruction sets
can be used for anticipation of one or more instruction sets
to be executed by the processor circuit.

In some embodiments, the first stream of digital pictures
correlated with the one or more instruction sets for operating
the device includes a unit of knowledge of how the device
operated in a visual surrounding. In further embodiments,
the first stream of digital pictures correlated with the one or
more instruction sets for operating the device is included in
a neuron, a node, a vertex, or an element of a data structure.
In further embodiments, the data structure includes a neural
network, a graph, a collection of sequences, a sequence, a
collection of knowledge cells, a knowledgebase, or a knowl-
edge structure. Some of the neurons, nodes, vertices, or
elements may be interconnected. In further embodiments,
the first stream of digital pictures correlated with the one or
more instruction sets for operating the device is structured
into a knowledge cell. In further embodiments, the knowl-
edge cell includes a unit of knowledge of how the device
operated in a visual surrounding. In further embodiments,
the knowledge cell is included in a neuron, a node, a vertex,
or an element of a data structure. The data structure may
include a neural network, a graph, a collection of sequences,
a sequence, a collection of knowledge cells, a knowledge-
base, or a knowledge structure. Some of the neurons, nodes,
vertices, or elements may be interconnected.

In certain embodiments, the learning the first stream of
digital pictures correlated with the one or more instruction
sets for operating the device includes correlating the first
stream of digital pictures with the one or more instruction
sets for operating the device. The correlating the first stream
of digital pictures with the one or more instruction sets for
operating the device may include generating a knowledge
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cell, the knowledge cell comprising the first stream of digital
pictures correlated with the one or more instruction sets for
operating the device. The correlating the first stream of
digital pictures with the one or more instruction sets for
operating the device may include structuring a unit of
knowledge of how the device operated in a visual surround-
ing. In further embodiments, the learning the first stream of
digital pictures correlated with the one or more instruction
sets for operating the device includes learning a user’s
knowledge, style, or methodology of operating the device in
a visual surrounding. In further embodiments, the learning
the first stream of digital pictures correlated with the one or
more instruction sets for operating the device includes
spontaneous learning the first stream of digital pictures
correlated with the one or more instruction sets for operating
the device.

In some embodiments, the learning the first stream of
digital pictures correlated with the one or more instruction
sets for operating the device includes storing, into the
memory unit, the first stream of digital pictures correlated
with the one or more instruction sets for operating the
device, the first stream of digital pictures correlated with the
one or more instruction sets for operating the device being
part of a stored plurality of streams of digital pictures
correlated with one or more instruction sets for operating the
device. In further embodiments, the plurality of streams of
digital pictures correlated with one or more instruction sets
for operating the device include a neural network, a graph,
a collection of sequences, a sequence, a collection of knowl-
edge cells, a knowledgebase, a knowledge structure, or a
data structure. In further embodiments, the plurality of
streams of digital pictures correlated with one or more
instruction sets for operating the device are organized into a
neural network, a graph, a collection of sequences, a
sequence, a collection of knowledge cells, a knowledgebase,
aknowledge structure, or a data structure. In further embodi-
ments, each of the plurality of streams of digital pictures
correlated with one or more instruction sets for operating the
device is included in a neuron, a node, a vertex, or an
element of a data structure. The data structure may include
a neural network, a graph, a collection of sequences, a
sequence, a collection of knowledge cells, a knowledgebase,
or a knowledge structure. Some of the neurons, nodes,
vertices, or elements may be interconnected. In further
embodiments, the plurality of streams of digital pictures
correlated with one or more instruction sets for operating the
device include a user’s knowledge, style, or methodology of
operating the device in visual surroundings. In further
embodiments, the plurality of streams of digital pictures
correlated with one or more instruction sets for operating the
device are stored on a remote computing device. In further
embodiments, the plurality of streams of digital pictures
correlated with one or more instruction sets for operating the
device include an artificial intelligence system for knowl-
edge structuring, storing, or representation. The artificial
intelligence system for knowledge structuring, storing, or
representation may include at least one of: a deep learning
system, a supervised learning system, an unsupervised learn-
ing system, a neural network, a search-based system, an
optimization-based system, a logic-based system, a fuzzy
logic-based system, a tree-based system, a graph-based
system, a hierarchical system, a symbolic system, a sub-
symbolic system, an evolutionary system, a genetic system,
a multi-agent system, a deterministic system, a probabilistic
system, or a statistical system.

In some embodiments, the anticipating the one or more
instruction sets for operating the device correlated with the
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first stream of digital pictures based on at least a partial
match between the new stream of digital pictures and the
first stream of digital pictures includes comparing at least
one portion of the new stream of digital pictures with at least
one portion of the first stream of digital pictures. The at least
one portion of the new stream of digital pictures may include
at least one digital picture, at least one region, at least one
feature, or at least one pixel of the new stream of digital
pictures. The at least one portion of the first stream of digital
pictures may include at least one digital picture, at least one
region, at least one feature, or at least one pixel of the first
stream of digital pictures. The comparing the at least one
portion of the new stream of digital pictures with the at least
one portion of the first stream of digital pictures may include
comparing at least one digital picture of the new stream of
digital pictures with at least one digital picture of the first
stream of digital pictures. The at least one portion of the new
stream of digital pictures with the at least one portion of the
first stream of digital pictures may include comparing at
least one region of at least one digital picture of the new
stream of digital pictures with at least one region of at least
one digital picture of the first stream of digital pictures. The
comparing the at least one portion of the new stream of
digital pictures with the at least one portion of the first
stream of digital pictures may include comparing at least one
feature of at least one digital picture of the new stream of
digital pictures with at least one feature of at least one digital
picture of the first stream of digital pictures. The comparing
the at least one portion of the new stream of digital pictures
with the at least one portion of the first stream of digital
pictures may include comparing at least one pixel of at least
one digital picture of the new stream of digital pictures with
at least one pixel of at least one digital picture of the first
stream of digital pictures. The comparing the at least one
portion of the new stream of digital pictures with the at least
one portion of the first stream of digital pictures may include
at least one of: performing a color adjustment, performing a
size adjustment, performing a content manipulation, per-
forming temporal alignment, performing dynamic time
warping, utilizing a transparency, or utilizing a mask on the
new or the first stream of digital pictures. The comparing the
at least one portion of the new stream of digital pictures with
the at least one portion of the first stream of digital pictures
may include recognizing at least one person or object in the
new stream of digital pictures and at least one person or
object in the first stream of digital pictures, and comparing
the at least one person or object from the new stream of
digital pictures with the at least one person or object from
the first stream of digital pictures.

In certain embodiments, the anticipating the one or more
instruction sets for operating the device correlated with the
first stream of digital pictures based on at least a partial
match between the new stream of digital pictures and the
first stream of digital pictures includes determining that
there is at least a partial match between the new stream of
digital pictures and the first stream of digital pictures. In
further embodiments, the determining that there is at least a
partial match between the new stream of digital pictures and
the first stream of digital pictures includes determining that
there is at least a partial match between one or more portions
of the new stream of digital pictures and one or more
portions of the first stream of digital pictures. In further
embodiments, the determining that there is at least a partial
match between the new stream of digital pictures and the
first stream of digital pictures includes determining that a
similarity between at least one portion of the new stream of
digital pictures and at least one portion of the first stream of
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digital pictures exceeds a similarity threshold. In further
embodiments, the determining that there is at least a partial
match between the new stream of digital pictures and the
first stream of digital pictures includes determining a sub-
stantial similarity between at least one portion of the new
stream of digital pictures and at least one portion of the first
stream of digital pictures. The at least one portion of the new
stream of digital pictures may include at least one digital
picture, at least one region, at least one feature, or at least
one pixel of the new stream of digital pictures. The at least
one portion of the first stream of digital pictures may include
at least one digital picture, at least one region, at least one
feature, or at least one pixel of the first stream of digital
pictures. The substantial similarity may be achieved when a
similarity between the at least one portion of the new stream
of digital pictures and the at least one portion of the first
stream of digital pictures exceeds a similarity threshold. The
substantial similarity may be achieved when a number or a
percentage of matching or partially matching digital pictures
from the new stream of digital pictures and from the first
stream of digital pictures exceeds a threshold number or
threshold percentage. The substantial similarity may be
achieved when a number or a percentage of matching or
partially matching regions of at least one digital picture from
the new stream of digital pictures and from the first stream
of digital pictures exceeds a threshold number or threshold
percentage. The substantial similarity may be achieved
when a number or a percentage of matching or partially
matching features of at least one digital picture from the new
stream of digital pictures and from the first stream of digital
pictures exceeds a threshold number or threshold percent-
age. The substantial similarity may be achieved when a
number or a percentage of matching or partially matching
pixels of at least one digital picture from the new stream of
digital pictures and from the first stream of digital pictures
exceeds a threshold number or threshold percentage. The
substantial similarity may be achieved when one or more
same or similar objects are recognized in the new stream of
digital pictures and the first stream of digital pictures. In
further embodiments, the determining that there is at least a
partial match between the new stream of digital pictures and
the first stream of digital pictures includes determining that
a number or a percentage of matching digital pictures from
the new stream of digital pictures and from the first stream
of digital pictures exceeds a threshold number or threshold
percentage. The matching digital pictures from the new
stream of digital pictures and from the first stream of digital
pictures may be determined factoring in at least one of: an
order of a digital picture in a stream of digital pictures, an
importance of a digital picture, a threshold for a similarity in
a digital picture, or a threshold for a difference in a digital
picture. In further embodiments, the determining that there
is at least a partial match between the new stream of digital
pictures and the first stream of digital pictures includes
determining that a number or a percentage of matching
regions from at least one digital picture of the new stream of
digital pictures and from at least one digital picture of the
first stream of digital pictures exceeds a threshold number or
threshold percentage. The matching regions from at least
one digital picture of the new stream of digital pictures and
from at least one digital picture of the first stream of digital
pictures may be determined factoring in at least one of: a
location of a region, an importance of a region, a threshold
for a similarity in a region, or a threshold for a difference in
a region. In further embodiments, the determining that there
is at least a partial match between the new stream of digital
pictures and the first stream of digital pictures includes
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determining that a number or a percentage of matching
features from at least one digital picture of the new stream
of digital pictures and from at least one digital picture of the
first stream of digital pictures exceeds a threshold number or
threshold percentage. The matching features from at least
one digital picture of the new stream of digital pictures and
from at least one digital picture of the first stream of digital
pictures may be determined factoring in at least one of: a
type of a feature, an importance of a feature, a location of a
feature, a threshold for a similarity in a feature, or a
threshold for a difference in a feature. In further embodi-
ments, the determining that there is at least a partial match
between the new stream of digital pictures and the first
stream of digital pictures includes determining that a number
or a percentage of matching pixels from at least one digital
picture of the new stream of digital pictures and from at least
one digital picture of the first stream of digital pictures
exceeds a threshold number or threshold percentage. The
matching pixels from at least one digital picture of the new
stream of digital pictures and from at least one digital picture
of the first stream of digital pictures may be determined
factoring in at least one of: a location of a pixel, a threshold
for a similarity in a pixel, or a threshold for a difference in
a pixel. In further embodiments, the determining that there
is at least a partial match between the new stream of digital
pictures and the first stream of digital pictures includes
recognizing a same person or object in the new and the first
streams of digital pictures.

In certain embodiments, the causing the processor circuit
to execute the one or more instruction sets for operating the
device correlated with the first stream of digital pictures
includes causing the processor circuit to execute the one or
more instruction sets for operating the device correlated with
the first stream of digital pictures instead of or prior to an
instruction set that would have been executed next. In
further embodiments, the causing the processor circuit to
execute the one or more instruction sets for operating the
device correlated with the first stream of digital pictures
includes modifying one or more instruction sets of the
processor circuit. In further embodiments, the causing the
processor circuit to execute the one or more instruction sets
for operating the device correlated with the first stream of
digital pictures includes modifying a register or an element
of'the processor circuit. In further embodiments, the causing
the processor circuit to execute the one or more instruction
sets for operating the device correlated with the first stream
of digital pictures includes inserting the one or more instruc-
tion sets for operating the device correlated with the first
stream of digital pictures into a register or an element of the
processor circuit. In further embodiments, the causing the
processor circuit to execute the one or more instruction sets
for operating the device correlated with the first stream of
digital pictures includes redirecting the processor circuit to
the one or more instruction sets for operating the device
correlated with the first stream of digital pictures. In further
embodiments, the causing the processor circuit to execute
the one or more instruction sets for operating the device
correlated with the first stream of digital pictures includes
redirecting the processor circuit to one or more alternate
instruction sets, the alternate instruction sets comprising the
one or more instruction sets for operating the device corre-
lated with the first stream of digital pictures. In further
embodiments, the causing the processor circuit to execute
the one or more instruction sets for operating the device
correlated with the first stream of digital pictures includes
transmitting, to the processor circuit for execution, the one
or more instruction sets for operating the device correlated
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with the first stream of digital pictures. In further embodi-
ments, the executing the one or more instruction sets for
operating the device correlated with the first stream of
digital pictures includes issuing an interrupt to the processor
circuit and executing the one or more instruction sets for
operating the device correlated with the first stream of
digital pictures following the interrupt. In further embodi-
ments, the causing the processor circuit to execute the one
or more instruction sets for operating the device correlated
with the first stream of digital pictures includes modifying
an element that is part of, operating on, or coupled to the
processor circuit.

In some embodiments, the processor circuit includes a
logic circuit, and wherein the causing the processor circuit
to execute the one or more instruction sets for operating the
device correlated with the first stream of digital pictures
includes causing the logic circuit to execute the one or more
instruction sets for operating the device correlated with the
first stream of digital pictures. The logic circuit may include
a microcontroller. The causing the logic circuit to execute
the one or more instruction sets for operating the device
correlated with the first stream of digital pictures may
include modifying an element of the logic circuit. The
causing the logic circuit to execute the one or more instruc-
tion sets for operating the device correlated with the first
stream of digital pictures may include inserting the one or
more instruction sets for operating the device correlated with
the first stream of digital pictures into an element of the logic
circuit. The causing the logic circuit to execute the one or
more instruction sets for operating the device correlated with
the first stream of digital pictures may include redirecting
the logic circuit to the one or more instruction sets for
operating the device correlated with the first stream of
digital pictures. The causing the logic circuit to execute the
one or more instruction sets for operating the device corre-
lated with the first stream of digital pictures may include
replacing inputs into the logic circuit with the one or more
instruction sets for operating the device correlated with the
first stream of digital pictures. The causing the logic circuit
to execute the one or more instruction sets for operating the
device correlated with the first stream of digital pictures may
include replacing outputs from the logic circuit with the one
or more instruction sets for operating the device correlated
with the first stream of digital pictures.

In certain embodiments, the causing the processor circuit
to execute the one or more instruction sets for operating the
device correlated with the first stream of digital pictures
includes causing an application for operating the device to
execute the one or more instruction sets for operating the
device correlated with the first stream of digital pictures, the
application running on the processor circuit.

In some embodiments, the system further comprises: an
application including instruction sets for operating the
device, the application running on the processor circuit,
wherein the causing the processor circuit to execute the one
or more instruction sets for operating the device correlated
with the first stream of digital pictures includes modifying
the application.

In certain embodiments, the causing the processor circuit
to execute the one or more instruction sets for operating the
device correlated with the first stream of digital pictures
includes redirecting an application to the one or more
instruction sets for operating the device correlated with the
first stream of digital pictures, the application running on the
processor circuit. In further embodiments, the causing the
processor circuit to execute the one or more instruction sets
for operating the device correlated with the first stream of
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digital pictures includes redirecting an application to one or
more alternate instruction sets, the application running on
the processor circuit, the alternate instruction sets compris-
ing the one or more instruction sets for operating the device
correlated with the first stream of digital pictures. In further
embodiments, the causing the processor circuit to execute
the one or more instruction sets for operating the device
correlated with the first stream of digital pictures includes
modifying one or more instruction sets of an application, the
application running on the processor circuit. In further
embodiments, the causing the processor circuit to execute
the one or more instruction sets for operating the device
correlated with the first stream of digital pictures includes
modifying a source code, a bytecode, an intermediate code,
a compiled code, an interpreted code, a translated code, a
runtime code, an assembly code, or a machine code. In
further embodiments, the causing the processor circuit to
execute the one or more instruction sets for operating the
device correlated with the first stream of digital pictures
includes modifying at least one of: the memory unit, a
register of the processor circuit, a storage, or a repository
where instruction sets are stored or used. In further embodi-
ments, the causing the processor circuit to execute the one
or more instruction sets for operating the device correlated
with the first stream of digital pictures includes moditying
one or more instruction sets for operating an application or
an object of the application, the application running on the
processor circuit. In further embodiments, the causing the
processor circuit to execute the one or more instruction sets
for operating the device correlated with the first stream of
digital pictures includes modifying at least one of: an
element of the processor circuit, an element of the device, a
virtual machine, a runtime engine, an operating system, an
execution stack, a program counter, or a user input. In
further embodiments, the causing the processor circuit to
execute the one or more instruction sets for operating the
device correlated with the first stream of digital pictures
includes modifying one or more instruction sets at a source
code write time, a compile time, an interpretation time, a
translation time, a linking time, a loading time, or a runtime.
In further embodiments, the causing the processor circuit to
execute the one or more instruction sets for operating the
device correlated with the first stream of digital pictures
includes modifying one or more code segments, lines of
code, statements, instructions, functions, routines, subrou-
tines, or basic blocks. In further embodiments, the causing
the processor circuit to execute the one or more instruction
sets for operating the device correlated with the first stream
of digital pictures includes a manual, an automatic, a
dynamic, or a just in time (JIT) instrumentation of an
application, the application running on the processor circuit.
In further embodiments, the causing the processor circuit to
execute the one or more instruction sets for operating the
device correlated with the first stream of digital pictures
includes utilizing one or more of a .NET tool, a .NET
application programming interface (API), a Java tool, a Java
API, an operating system tool, or an independent tool for
modifying instruction sets. In further embodiments, the
causing the processor circuit to execute the one or more
instruction sets for operating the device correlated with the
first stream of digital pictures includes utilizing at least one
of: a dynamic, an interpreted, or a scripting programming
language. In further embodiments, the causing the processor
circuit to execute the one or more instruction sets for
operating the device correlated with the first stream of
digital pictures includes utilizing at least one of: a dynamic
code, a dynamic class loading, or a reflection. In further
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embodiments, the causing the processor circuit to execute
the one or more instruction sets for operating the device
correlated with the first stream of digital pictures includes
utilizing an assembly language. In further embodiments, the
causing the processor circuit to execute the one or more
instruction sets for operating the device correlated with the
first stream of digital pictures includes utilizing at least one
of: a metaprogramming, a self-modifying code, or an
instruction set modification tool. In further embodiments,
the causing the processor circuit to execute the one or more
instruction sets for operating the device correlated with the
first stream of digital pictures includes utilizing at least one
of: just in time (JIT) compiling, JIT interpretation, JIT
translation, dynamic recompiling, or binary rewriting. In
further embodiments, the causing the processor circuit to
execute the one or more instruction sets for operating the
device correlated with the first stream of digital pictures
includes utilizing at least one of: a dynamic expression
creation, a dynamic expression execution, a dynamic func-
tion creation, or a dynamic function execution. In further
embodiments, the causing the processor circuit to execute
the one or more instruction sets for operating the device
correlated with the first stream of digital pictures includes
adding or inserting additional code into a code of an appli-
cation, the application running on the processor circuit. In
further embodiments, the causing the processor circuit to
execute the one or more instruction sets for operating the
device correlated with the first stream of digital pictures
includes at least one of: modifying, removing, rewriting, or
overwriting a code of an application, the application running
on the processor circuit. In further embodiments, the causing
the processor circuit to execute the one or more instruction
sets for operating the device correlated with the first stream
of digital pictures includes at least one of: branching,
redirecting, extending, or hot swapping a code of an appli-
cation, the application running on the processor circuit. The
branching or redirecting the code may include inserting at
least one of: a branch, a jump, or a means for redirecting an
execution.

In some embodiments, the executing the one or more
instruction sets for operating the device correlated with the
first stream of digital pictures includes implementing a
user’s knowledge, style, or methodology of operating the
device in a visual surrounding.

In certain embodiments, the system further comprises: an
interface configured to cause execution of instruction sets,
wherein the executing the one or more instruction sets for
operating the device correlated with the first stream of
digital pictures is caused by the interface. The interface may
include a modification interface.

In some embodiments, the artificial intelligence unit is
further configured to: receive at least one extra information.
In further embodiments, the at least one extra information
include one or more of: an information on a stream of digital
pictures, an information on an object in the stream of digital
pictures, an information on the device’s visual surrounding,
an information on an instruction set, an information on an
application, an information on an object of the application,
an information on the processor circuit, an information on
the device, or an information on an user. In further embodi-
ments, the artificial intelligence unit is further configured to:
learn the first stream of digital pictures correlated with the at
least one extra information. The learning the first stream of
digital pictures correlated with at least one extra information
may include correlating the first stream of digital pictures
with the at least one extra information. The learning the first
stream of digital pictures correlated with at least one extra
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information may include storing the first stream of digital
pictures correlated with the at least one extra information
into the memory unit. In further embodiments, the antici-
pating the one or more instruction sets for operating the
device correlated with the first stream of digital pictures
based on at least a partial match between the new stream of
digital pictures and the first stream of digital pictures
includes anticipating the one or more instruction sets for
operating the device correlated with the first stream of
digital pictures based on at least a partial match between an
extra information correlated with the new stream of digital
pictures and an extra information correlated with the first
stream of digital pictures. The anticipating the one or more
instruction sets for operating the device correlated with the
first stream of digital pictures based on at least a partial
match between an extra information correlated with the new
stream of digital pictures and an extra information correlated
with the first stream of digital pictures may include com-
paring an extra information correlated with the new stream
of digital pictures and an extra information correlated with
the first stream of digital pictures. The anticipating the one
or more instruction sets for operating the device correlated
with the first stream of digital pictures based on at least a
partial match between an extra information correlated with
the new stream of digital pictures and an extra information
correlated with the first stream of digital pictures may
include determining that a similarity between an extra
information correlated with the new stream of digital pic-
tures and an extra information correlated with the first
stream of digital pictures exceeds a similarity threshold.
In certain embodiments, the artificial intelligence unit is
further configured to: receive a second stream of digital
pictures from the picture capturing apparatus; receive addi-
tional one or more instruction sets for operating the device
from the processor circuit; and learn the second stream of
digital pictures correlated with the additional one or more
instruction sets for operating the device. In further embodi-
ments, the learning the first stream of digital pictures cor-
related with the one or more instruction sets for operating the
device and the learning the second stream of digital pictures
correlated with the additional one or more instruction sets
for operating the device include creating a connection
between the first stream of digital pictures correlated with
the one or more instruction sets for operating the device and
the second stream of digital pictures correlated with the
additional one or more instruction sets for operating the
device. The connection includes or is associated with at least
one of: an occurrence count, a weight, a parameter, or a data.
In further embodiments, the learning the first stream of
digital pictures correlated with the one or more instruction
sets for operating the device and the learning the second
stream of digital pictures correlated with the additional one
or more instruction sets for operating the device include
updating a connection between the first stream of digital
pictures correlated with the one or more instruction sets for
operating the device and the second stream of digital pic-
tures correlated with the additional one or more instruction
sets for operating the device. The updating the connection
between the first stream of digital pictures correlated with
the one or more instruction sets for operating the device and
the second stream of digital pictures correlated with the
additional one or more instruction sets for operating the
device may include updating at least one of: an occurrence
count, a weight, a parameter, or a data included in or
associated with the connection. In further embodiments, the
learning the first stream of digital pictures correlated with
the one or more instruction sets for operating the device

10

15

20

25

30

35

40

45

50

55

60

65

40

includes storing the first stream of digital pictures correlated
with the one or more instruction sets for operating the device
into a first node of a data structure, and wherein the learning
the second stream of digital pictures correlated with the
additional one or more instruction sets for operating the
device includes storing the second stream of digital pictures
correlated with the additional one or more instruction sets
for operating the device into a second node of the data
structure. The data structure may include a neural network,
a graph, a collection of sequences, a sequence, a collection
of knowledge cells, a knowledgebase, or a knowledge
structure. The learning the first stream of digital pictures
correlated with the one or more instruction sets for operating
the device and the learning the second stream of digital
pictures correlated with the additional one or more instruc-
tion sets for operating the device may include creating a
connection between the first node and the second node. The
learning the first stream of digital pictures correlated with
the one or more instruction sets for operating the device and
the learning the second stream of digital pictures correlated
with the additional one or more instruction sets for operating
the device may include updating a connection between the
first node and the second node. In further embodiments, the
first stream of digital pictures correlated with the one or
more instruction sets for operating the device is stored into
a first node of a neural network and the second stream of
digital pictures correlated with the additional one or more
instruction sets for operating the device is stored into a
second node of the neural network. The first node and the
second node may be connected by a connection. The first
node may be part of a first layer of the neural network and
the second node may be part of a second layer of the neural
network. In further embodiments, the first stream of digital
pictures correlated with the one or more instruction sets for
operating the device is stored into a first node of a graph and
the second stream of digital pictures correlated with the
additional one or more instruction sets for operating the
device is stored into a second node of the graph. The first
node and the second node may be connected by a connec-
tion. In further embodiments, the first stream of digital
pictures correlated with the one or more instruction sets for
operating the device is stored into a first node of a sequence
and the second stream of digital pictures correlated with the
additional one or more instruction sets for operating the
device is stored into a second node of the sequence.

In some aspects, the disclosure relates to a non-transitory
computer storage medium having a computer program
stored thereon, the program including instructions that when
executed by one or more processor circuits cause the one or
more processor circuits to perform operations comprising:
receiving a first stream of digital pictures from a picture
capturing apparatus. The operations may further include:
receiving one or more instruction sets for operating a device.
The operations may further include: learning the first stream
of digital pictures correlated with the one or more instruction
sets for operating the device. The operations may further
include: receiving a new stream of digital pictures from the
picture capturing apparatus. The operations may further
include: anticipating the one or more instruction sets for
operating the device correlated with the first stream of
digital pictures based on at least a partial match between the
new stream of digital pictures and the first stream of digital
pictures. The operations may further include: causing an
execution of the one or more instruction sets for operating
the device correlated with the first stream of digital pictures,
the causing performed in response to the anticipating the one
or more instruction sets for operating the device correlated
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with the first stream of digital pictures based on at least a
partial match between the new stream of digital pictures and
the first stream of digital pictures, wherein the device
performs one or more operations defined by the one or more
instruction sets for operating the device correlated with the
first stream of digital pictures, the one or more operations
performed in response to the executing.

In some aspects, the disclosure relates to a method com-
prising: (a) receiving a first stream of digital pictures from
a picture capturing apparatus by one or more processor
circuits. The method may further include: (b) receiving one
or more instruction sets for operating a device by the one or
more processor circuits. The method may further include: (c)
learning the first stream of digital pictures correlated with
the one or more instruction sets for operating the device, the
learning of (c¢) performed by the one or more processor
circuits. The method may further include: (d) receiving a
new stream of digital pictures from the picture capturing
apparatus by the one or more processor circuits. The method
may further include: (e) anticipating the one or more instruc-
tion sets for operating the device correlated with the first
stream of digital pictures based on at least a partial match
between the new stream of digital pictures and the first
stream of digital pictures, the anticipating of (e) performed
by the one or more processor circuits. The method may
further include: (f) executing the one or more instruction sets
for operating the device correlated with the first stream of
digital pictures, the executing of (f) performed in response
to the anticipating of (e). The method may further include:
(g) performing, by the device, one or more operations
defined by the one or more instruction sets for operating the
device correlated with the first stream of digital pictures, the
one or more operations performed in response to the execut-
ing of ().

The operations or steps of the non-transitory computer
storage medium and/or the method may be performed by
any of the elements of the above described systems as
applicable. The non-transitory computer storage medium
and/or the method may include any of the operations, steps,
and embodiments of the above described systems as appli-
cable as well as the following embodiments.

In some embodiments, the first stream of digital pictures
correlated with the one or more instruction sets for operating
the device includes a unit of knowledge of how the device
operated in a visual surrounding. In further embodiments,
the first stream of digital pictures correlated with the one or
more instruction sets for operating the device is included in
a neuron, a node, a vertex, or an element of a data structure.
The data structure may include a neural network, a graph, a
collection of sequences, a sequence, a collection of knowl-
edge cells, a knowledgebase, or a knowledge structure.
Some of the neurons, nodes, vertices, or elements may be
interconnected. In further embodiments, the first stream of
digital pictures correlated with the one or more instruction
sets for operating the device is structured into a knowledge
cell. In further embodiments, the knowledge cell includes a
unit of knowledge of how the device operated in a visual
surrounding. In further embodiments, the knowledge cell is
included in a neuron, a node, a vertex, or an element of a data
structure. The data structure may include a neural network,
a graph, a collection of sequences, a sequence, a collection
of knowledge cells, a knowledgebase, or a knowledge
structure. Some of the neurons, nodes, vertices, or elements
may be interconnected.

In certain embodiments, the learning the first stream of
digital pictures correlated with the one or more instruction
sets for operating the device includes correlating the first

20

25

40

45

50

42

stream of digital pictures with the one or more instruction
sets for operating the device. The correlating the first stream
of digital pictures with the one or more instruction sets for
operating the device may include generating a knowledge
cell, the knowledge cell comprising the first stream of digital
pictures correlated with the one or more instruction sets for
operating the device. The correlating the first stream of
digital pictures with the one or more instruction sets for
operating the device may include structuring a unit of
knowledge of how the device operated in a visual surround-
ing. In further embodiments, the learning the first stream of
digital pictures correlated with the one or more instruction
sets for operating the device includes learning a user’s
knowledge, style, or methodology of operating the device in
a visual surrounding. In further embodiments, the learning
the first stream of digital pictures correlated with the one or
more instruction sets for operating the device includes
spontaneous learning the first stream of digital pictures
correlated with the one or more instruction sets for operating
the device.

In some embodiments, the learning the first stream of
digital pictures correlated with the one or more instruction
sets for operating the device includes storing, into a memory
unit, the first stream of digital pictures correlated with the
one or more instruction sets for operating the device, the first
stream of digital pictures correlated with the one or more
instruction sets for operating the device being part of a
stored plurality of streams of digital pictures correlated with
one or more instruction sets for operating the device. In
further embodiments, the plurality of streams of digital
pictures correlated with one or more instruction sets for
operating the device include a neural network, a graph, a
collection of sequences, a sequence, a collection of knowl-
edge cells, a knowledgebase, a knowledge structure, or a
data structure. In further embodiments, the plurality of
streams of digital pictures correlated with one or more
instruction sets for operating the device are organized into a
neural network, a graph, a collection of sequences, a
sequence, a collection of knowledge cells, a knowledgebase,
aknowledge structure, or a data structure. In further embodi-
ments, each of the plurality of streams of digital pictures
correlated with one or more instruction sets for operating the
device is included in a neuron, a node, a vertex, or an
element of a data structure. The data structure may include
a neural network, a graph, a collection of sequences, a
sequence, a collection of knowledge cells, a knowledgebase,
or a knowledge structure. Some of the neurons, nodes,
vertices, or elements may be interconnected. In further
embodiments, the plurality of streams of digital pictures
correlated with one or more instruction sets for operating the
device include a user’s knowledge, style, or methodology of
operating the device in visual surroundings. In further
embodiments, the plurality of streams of digital pictures
correlated with one or more instruction sets for operating the
device are stored on a remote computing device. In further
embodiments, the plurality of streams of digital pictures
correlated with one or more instruction sets for operating the
device include an artificial intelligence system for knowl-
edge structuring, storing, or representation. The artificial
intelligence system for knowledge structuring, storing, or
representation may include at least one of: a deep learning
system, a supervised learning system, an unsupervised learn-
ing system, a neural network, a search-based system, an
optimization-based system, a logic-based system, a fuzzy
logic-based system, a tree-based system, a graph-based
system, a hierarchical system, a symbolic system, a sub-
symbolic system, an evolutionary system, a genetic system,
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a multi-agent system, a deterministic system, a probabilistic
system, or a statistical system.

In further embodiments, the anticipating the one or more
instruction sets for operating the device correlated with the
first stream of digital pictures based on at least a partial
match between the new stream of digital pictures and the
first stream of digital pictures includes comparing at least
one portion of the new stream of digital pictures with at least
one portion of the first stream of digital pictures. The at least
one portion of the new stream of digital pictures may include
at least one digital picture, at least one region, at least one
feature, or at least one pixel of the new stream of digital
pictures. The at least one portion of the first stream of digital
pictures may include at least one digital picture, at least one
region, at least one feature, or at least one pixel of the first
stream of digital pictures. The comparing the at least one
portion of the new stream of digital pictures with the at least
one portion of the first stream of digital pictures may include
comparing at least one digital picture of the new stream of
digital pictures with at least one digital picture of the first
stream of digital pictures. The comparing the at least one
portion of the new stream of digital pictures with the at least
one portion of the first stream of digital pictures may include
comparing at least one region of at least one digital picture
of the new stream of digital pictures with at least one region
of at least one digital picture of the first stream of digital
pictures. The comparing the at least one portion of the new
stream of digital pictures with the at least one portion of the
first stream of digital pictures may include comparing at
least one feature of at least one digital picture of the new
stream of digital pictures with at least one feature of at least
one digital picture of the first stream of digital pictures. The
comparing the at least one portion of the new stream of
digital pictures with the at least one portion of the first
stream of digital pictures may include comparing at least one
pixel of at least one digital picture of the new stream of
digital pictures with at least one pixel of at least one digital
picture of the first stream of digital pictures. The comparing
the at least one portion of the new stream of digital pictures
with the at least one portion of the first stream of digital
pictures may include at least one of: performing a color
adjustment, performing a size adjustment, performing a
content manipulation, performing temporal alignment, per-
forming dynamic time warping, utilizing a transparency, or
utilizing a mask on the new or the first stream of digital
pictures. The comparing the at least one portion of the new
stream of digital pictures with the at least one portion of the
first stream of digital pictures may include recognizing at
least one person or object in the new stream of digital
pictures and at least one person or object in the first stream
of digital pictures, and comparing the at least one person or
object from the new stream of digital pictures with the at
least one person or object from the first stream of digital
pictures.

In some embodiments, the anticipating the one or more
instruction sets for operating the device correlated with the
first stream of digital pictures based on at least a partial
match between the new stream of digital pictures and the
first stream of digital pictures includes determining that
there is at least a partial match between the new stream of
digital pictures and the first stream of digital pictures. In
further embodiments, the determining that there is at least a
partial match between the new stream of digital pictures and
the first stream of digital pictures includes determining that
there is at least a partial match between one or more portions
of the new stream of digital pictures and one or more
portions of the first stream of digital pictures. In further

10

15

20

25

30

35

40

45

50

55

60

65

44

embodiments, the determining that there is at least a partial
match between the new stream of digital pictures and the
first stream of digital pictures includes determining that a
similarity between at least one portion of the new stream of
digital pictures and at least one portion of the first stream of
digital pictures exceeds a similarity threshold. In further
embodiments, the determining that there is at least a partial
match between the new stream of digital pictures and the
first stream of digital pictures includes determining a sub-
stantial similarity between at least one portion of the new
stream of digital pictures and at least one portion of the first
stream of digital pictures. The at least one portion of the new
stream of digital pictures may include at least one digital
picture, at least one region, at least one feature, or at least
one pixel of the new stream of digital pictures. The at least
one portion of the first stream of digital pictures may include
at least one digital picture, at least one region, at least one
feature, or at least one pixel of the first stream of digital
pictures. The substantial similarity may be achieved when a
similarity between the at least one portion of the new stream
of digital pictures and the at least one portion of the first
stream of digital pictures exceeds a similarity threshold. The
substantial similarity may be achieved when a number or a
percentage of matching or partially matching digital pictures
from the new stream of digital pictures and from the first
stream of digital pictures exceeds a threshold number or
threshold percentage. The substantial similarity may be
achieved when a number or a percentage of matching or
partially matching regions of at least one digital picture from
the new stream of digital pictures and from the first stream
of digital pictures exceeds a threshold number or threshold
percentage. The substantial similarity may be achieved
when a number or a percentage of matching or partially
matching features of at least one digital picture from the new
stream of digital pictures and from the first stream of digital
pictures exceeds a threshold number or threshold percent-
age. The substantial similarity may be achieved when a
number or a percentage of matching or partially matching
pixels of at least one digital picture from the new stream of
digital pictures and from the first stream of digital pictures
exceeds a threshold number or threshold percentage. The
substantial similarity may be achieved when one or more
same or similar objects are recognized in the new stream of
digital pictures and the first stream of digital pictures. In
further embodiments, the determining that there is at least a
partial match between the new stream of digital pictures and
the first stream of digital pictures includes determining that
a number or a percentage of matching digital pictures from
the new stream of digital pictures and from the first stream
of digital pictures exceeds a threshold number or threshold
percentage. The matching digital pictures from the new
stream of digital pictures and from the first stream of digital
pictures may be determined factoring in at least one of: an
order of a digital picture in a stream of digital pictures, an
importance of a digital picture, a threshold for a similarity in
a digital picture, or a threshold for a difference in a digital
picture. In further embodiments, the determining that there
is at least a partial match between the new stream of digital
pictures and the first stream of digital pictures includes
determining that a number or a percentage of matching
regions from at least one digital picture of the new stream of
digital pictures and from at least one digital picture of the
first stream of digital pictures exceeds a threshold number or
threshold percentage. The matching regions from at least
one digital picture of the new stream of digital pictures and
from at least one digital picture of the first stream of digital
pictures may be determined factoring in at least one of: a






